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DRAM is the prevalent main memory technology, but its long access latency can limit the performance of many workloads. Although prior works provide DRAM designs that reduce DRAM access latency, their reduced storage capacities hinder the performance of workloads that need large memory capacity. Because the capacity-latency trade-off is fixed at design time, previous works cannot achieve maximum performance under very different and dynamic workload demands.

This paper proposes Capacity-Latency-Reconfigurable DRAM (CLR-DRAM), a new DRAM architecture that enables dynamic capacity-latency trade-off at low cost. CLR-DRAM allows dynamic reconfiguration of any DRAM row to switch between two operating modes: 1) max-capacity mode, where every DRAM cell operates individually to achieve approximately the same storage density as a density-optimized commodity DRAM chip and 2) high-performance mode, where the adjacent DRAM cells in a row and their sense amplifiers are coupled to operate as a single low-latency logical cell driven by a single logical sense amplifier.

We implement CLR-DRAM by adding isolation transistors in each DRAM subarray. Our evaluations show that CLR-DRAM can improve system performance and DRAM energy consumption by 18.6% and 29.7% on average with four-core multiprogrammed workloads. We believe that CLR-DRAM opens new research directions for a system to adapt to the diverse and dynamically changing memory capacity and access latency demands of workloads.

1. Introduction

DRAM is the prevalent technology for architecting main memory in modern computing systems. During the past two decades, the storage capacity of a commodity DRAM chip has increased by more than two orders of magnitude (e.g., from 128 Mb [87] to 16 Gb [88]) to meet the increasing main memory capacity demands of modern applications. In contrast, DRAM access latency has reduced by only 16.7% over the same period [4, 8–10, 27, 55, 57, 59]. Modern processors spend hundreds of clock cycles to access data stored in DRAM, which leads to a significant system-level performance bottleneck [2, 5, 20, 28, 39, 40, 52, 65, 70–73, 98, 111, 112].

The long access latency is not intrinsic to the DRAM technology itself; there is a fundamental trade-off between access latency and storage density in DRAM. For example, vendors optimize commodity DRAM devices for high storage density at the cost of long access latency. In contrast, vendors also offer special-purpose DRAM devices optimized for low latency but with significantly lower storage density compared to commodity DRAM [68, 89]. Recent works attempt to provide the best of both density- and latency-optimized DRAM by developing heterogeneous DRAM architectures [7, 13, 55, 98] that provide low-latency access in a small and fixed region within a DRAM chip. Unfortunately, all of these works make the capacity-latency trade-off statically at design time: the amount of density-optimized or latency-optimized DRAM is fixed once the chip is fabricated.

We observe that existing DRAM architectures that make the DRAM capacity-latency trade-off decision statically at design-time [15, 23, 35, 55, 68, 89, 102, 103] cannot adapt to changes in a system’s main memory capacity and latency demands, which vary over time with workload behavior. Therefore, existing systems miss opportunities to improve performance. For example, commodity density-optimized DRAM is unable to reduce DRAM access latency when applications exhibit low memory capacity demand. Similarly, latency-optimized DRAM cannot extend its memory capacity when memory capacity is insufficient and frequent page faults lead to significant performance degradation. Existing heterogeneous DRAM architectures [7, 13, 55, 98] take a step towards providing the best of both density- and latency-optimized DRAM. However, they leave significant potential for improving DRAM access latency untapped because they employ a fixed-size and small low-latency region that does not always provide the best possible operating point within the DRAM capacity-latency trade-off spectrum for all workloads.

Our goal is to design a low-cost DRAM architecture that can be dynamically configured to have high capacity or low latency at a fine granularity (i.e., at the granularity of a row). To this end, we propose CLR-DRAM (Capacity-Latency Reconfigurable DRAM), which extends the conventional density-optimized open-bitline DRAM architecture (Figure 1a) by adding isolation transistors along the bitlines in each DRAM subarray (Figures 1b and 1c). CLR-DRAM is able to dynamically control how DRAM cells are connected with their corresponding sense amplifiers at the granularity of a DRAM row. The key idea of CLR-DRAM is to enable the ability to dynamically reconfigure any single DRAM row to operate in either max-capacity mode (Figure 1b) or high-performance mode (Figure 1c).

The max-capacity mode (Figure 1b) operates exactly the same as in the conventional open-bitline architecture (Figure 1a) by enabling a subset of the newly-added isolation transistors (shown in green) to mimic the conventional design’s interconnect. Doing so achieves the same storage capacity as an unmodified capacity-optimized DRAM chip. The high-performance mode (Figure 1c) couples every two adjacent physical DRAM cells in the same row along with their two sense amplifiers to operate together as a single low-latency...
improves performance and energy efficiency. For multi-core workloads, if we map only 25% of the most-accessed memory pages to high-performance rows, CLR-DRAM provides an average performance improvement of 11.9% while reducing average DRAM energy and power consumption by 21.7% and 8.9%, respectively. If we map all memory pages to high-performance rows, the performance gain, DRAM energy savings, and DRAM power reduction further increase to 18.6% (27.5% for memory-intensive workloads), 29.7% and 12.8%, respectively.

We conduct a sensitivity analysis of extending the refresh interval to show that we can safely extend the refresh interval of DRAM rows operating in high-performance mode by up to 3×. If all DRAM rows are configured to operate in high-performance mode, CLR-DRAM reduces the energy consumption of DRAM refresh commands by 87.1% while still providing an average performance improvement of 17.8% in multi-core evaluations.

This paper makes the following key contributions:

• We propose CLR-DRAM, the first DRAM architecture that enables a dynamic trade-off between storage capacity and low-latency operation in DRAM at the fine granularity of a single DRAM row with low hardware cost.

• We show that the conventional open-bitline architecture, originally designed for high DRAM storage capacity, can be exploited to enable the coupled operation of two DRAM cells and two sense amplifiers. Such coupling significantly reduces four major DRAM access latencies (tRCD, trAS, tRP and tWR) as well as DRAM refresh overhead.

• We evaluate CLR-DRAM’s system-level performance, energy, and power consumption to show that it significantly improves all three metrics across both single-core and multi-programmed workloads.

2. DRAM Background

We provide background on DRAM organization and operation for understanding the details of our proposal. We refer the reader to prior studies [7, 9–11, 16, 21, 22, 26, 27, 34, 48, 51, 52, 54, 55, 57–60, 62, 63, 92–95, 114] for a more detailed description of DRAM architecture.

2.1. DRAM Organization

The DRAM-based main memory of a modern computer system is organized hierarchically. A CPU accesses DRAM through a memory controller. The DRAM can be organized in multiple DRAM channels, and the memory controller communicates with each channel using a separate channel bus that allows operating the channel independently from the others. A channel contains multiple DRAM ranks, where each rank shares the channel bus in a time-multiplexed manner. A rank consists of a set of DRAM chips that operate in lock-step. A DRAM chip is partitioned into multiple DRAM banks, which process different DRAM requests simultaneously.

A DRAM bank consists of multiple (typically between 128 to 512) subarrays as illustrated in Figure 2a. A subarray comprises a two-dimensional DRAM cell array, and each column of cells in this array is connected to a sense amplifier (SA). SAs in each subarray are connected to Global IO (GIO) wires via Local IO (LIO) wires. GIO wires transfer a column of data between SAs of the subarrays and the bank-level Global SA.
In Figure 2b, we take a closer look into a DRAM cell and how it is connected to a sense amplifier. A DRAM cell contains a capacitor that stores one bit of information in the form of electrical charge (e.g., charged/discharged capacitor representing logical ‘1’/‘0’ or vice versa) and an access transistor that connects the capacitor to a bitline (or bitline). Cells in a column share a bitline, which connects them to a sense amplifier (SA) at the end of the bitline. Similarly, cells in a row share a wordline that drives the gate of each cell’s access transistor. To access data stored in a DRAM cell, the wordline is asserted to enable the charge of a cell capacitor to be shared with the corresponding SA via the bitline.

A sense amplifier (SA) is responsible for amplifying the small amount of electrical charge stored in a DRAM cell to an accessible level. A DRAM SA operates based on the difference in the voltage levels of the pair of bitlines (bitline and bitline) that are connected to the SA. Once a DRAM cell shares its small amount of charge with one of the two bitlines, the SA amplifies this small perturbation across the bitline pair to an accessible voltage level. An SA also includes a precharge unit that resets the SA and the bitline pair to prepare for access to another DRAM row. We explain the details of a DRAM access in Section 2.2. Throughout this paper, we use the term “sense amplifier (SA)” to refer to both the SA and the precharge unit.

**Open-bitline Architecture.** Due to the large size of an SA, the relative arrangement of SAs and DRAM cells significantly impacts the storage density of a DRAM chip. A common density-optimized bank design is known as the open-bitline Architecture [7, 41], which places SAs on both sides (i.e., top and bottom) of a subarray as shown in Figure 2a. In this architecture, neighboring DRAM cell are connected to SAs placed on different sides of the subarray through a pair of adjacent bitlines. For example, in Figure 2a, DRAM cell A is connected to SA1 at the top of the subarray while its neighboring cell B is connected to SA2 at the bottom of the subarray.

**2.2. DRAM Operation**

A DRAM access requires three main steps: row activation, column access, and precharge.

**Row Activation.** To perform read/write operations on data stored in DRAM cells, stored data must first be loaded into the SAs by activating the row to be accessed. As we show in Figure 3, the row activation process is composed of two phases: charge sharing 1 and charge restoration 2. Prior to row activation, the bitlines are in a precharged state at the reference voltage level (e.g., VDD/2). To activate a row, the memory controller issues a row activation command ACT to the DRAM. The first phase of row activation, charge sharing 1, starts by asserting the wordline of a row, leading to charge sharing between the bitlines and the capacitors of all the cells along the activated row. Charge sharing slightly perturbs the bitlines and causes a small difference in the bitline voltage. During the charge restoration phase 2, each SA amplifies the small difference in bitline voltage to a level suitable for read/write access. Charge restoration also replenishes the charge in the cell capacitor since, during this phase, the wordline remains asserted, and thus the cell capacitor remains connected to the bitline. The DRAM standard specifies the time interval from the beginning of row activation until the two phases complete as tRAS [38, 48, 54, 55].

**Column Access.** The memory controller can issue a column access command (i.e., read, write) during the charge-restoration phase 2 once the voltage difference across the bitlines reaches the “ready-to-access” voltage level. The DRAM standard specifies the time interval between the start of row activation and when the bitline reaches the “ready-to-access” voltage level as tRCD [38, 48, 54, 55].

**Precharge.** To activate a new DRAM row, the memory controller first issues a precharge command (PRE) to precharge the activated row and prepare the bank for a subsequent row activation. The precharge operation de-asserts the wordline to disconnect the activated row of cells from the bitlines and resets the bitlines back to the reference voltage (e.g., VDD/2). The DRAM standard specifies the time interval from issuing the precharge command until the precharge completes as tRP [38].

**Refresh.** A DRAM cell capacitor’s charge leaks over time. To ensure that DRAM retains its data indefinitely, the charge in all cell capacitors in a DRAM chip must be periodically replenished. The memory controller ensures data retention by periodically issuing DRAM refresh commands. The DRAM standard specifies the time interval between two consecutive refresh commands that refresh the same row as the refresh window TREFW. A single refresh command refreshes multiple rows, and the number of refreshed rows depends on the total number of rows in a bank. The DRAM standard further
specifies the latency of a refresh command (i.e., time required to complete a single refresh operation) as \( t_{RFC} \) [38, 63, 78].

2.3. Sense Amplifier

A DRAM sense amplifier (SA) is connected to a pair of bitlines, \textit{bitline} and \textit{bitline}, through its two complementary ports (also denoted as \textit{bitline} and \textit{bitline}). During an access to the DRAM cell, the bitline pair develops from a reference voltage (e.g., \( V_{DD}/2 \)) into complementary voltage levels (e.g., to \( \{ V_{\text{bitline}} = V_{DD}, V_{\text{bitline}} = 0 \} \)).

Prior to a row activation, the precharge unit in the SA sets the voltage of the bitlines to a reference value and the SA is disabled. Then, the charge sharing phase (1) in Figure 3) introduces a small voltage difference (\( \Delta V \)) across the bitline pair (A in Figure 3) by letting the cell share its charge with the \textit{bitline}. In Figure 3, the capacitor of the cell connected to \textit{bitline} is initially fully charged. Charge sharing 1 then perturbs \textit{bitline}, making its voltage \( V_{\text{bitline}} \) slightly higher than \( V_{\text{bitline}} \). After a certain amount of time spent in charge sharing 1 to ensure that \( \Delta V \) reaches a threshold (\( \Delta V = \Delta V_{\text{th}, A} \)), internal control circuitry enables the SAs. Then, the SA amplifies \( \Delta V \) so that \( V_{\text{bitline}} \) reaches \( V_{DD} \) and \( V_{\text{bitline}} \) reaches 0.

3. CLR-DRAM Architecture

We propose CLR-DRAM, a new DRAM architecture that enhances the conventional open-bitline DRAM architecture with isolation transistors to support dynamic reconfiguration of the connections between DRAM cells and SAs (Section 3.1). CLR-DRAM enables dynamic reconfiguration of any given DRAM row to operate in either max-capacity mode or high-performance mode (Section 3.2) to better meet varying capacity and performance requirements. CLR-DRAM requires only two control signals (and their complements) per-bank for controlling the isolation transistors across all subarrays of the bank to support row-level reconfigurability between the two modes (Section 3.3).

High-performance mode improves DRAM cell access performance in three ways. First, it reduces three major cell access latency timings: \( t_{RCD}, t_{RAS}, \) and \( t_{RP} \) (discussed in Section 3.4). Second, it enables early termination of charge sharing to further reduce \( t_{RAS} \) and \( t_{WR} \) (Section 3.5). Third, it reduces the latency of a refresh operation (\( t_{RFC} \)) and increases DRAM cells’ retention times to mitigate performance and energy costs associated with DRAM refresh (Section 3.6).

3.1. Bitline Mode Select Transistors

CLR-DRAM requires small modifications to the state-of-the-art density-optimized open-bitline architecture (Figure 4a). We make two observations about the open-bitline architecture that enable implementing CLR-DRAM at low cost. First, two adjacent DRAM cells in a row (e.g., cells A and B in Figure 4a) are connected to two \textit{different} SAs (cell A to SA1 and cell B to SA2) at different sides of the subarray (top and bottom). Second, one end of the bitline is connected to the SA of one side of the subarray (marked in red), while the other end of the bitline is close to, but not connected to, the SA on the other side of the subarray (marked in blue).

Leveraging these observations, we implement CLR-DRAM to enable dynamic reconfiguration of the connections between DRAM cells and SAs (Figure 4b) by adding an isolation transistor, called \textit{bitline mode select transistor}, to each end of every bitline. A \textit{Type 1} transistor (colored red) replaces a previous connection between a bitline and a sense amplifier (e.g., between cell A and SA1), and a \textit{Type 2} transistor (colored blue) connects a previously \textit{unconnected} end of a bitline to a sense amplifier (e.g., bitline of cell B to SA1).

3.2. Max-Capacity and High-Performance Modes

CLR-DRAM enables a DRAM row to operate in either max-capacity mode or high-performance mode by reconfiguring the connections between DRAM cells and SAs using the two types of bitline mode select transistors (\textit{Type 1} and \textit{Type 2}). CLR-DRAM can reconfigure such connections when a DRAM row is accessed (i.e., activated). Therefore, the operating mode of a row is independent from that of any other row. Figure 5 shows how \textit{Type 1} and \textit{Type 2} bitline mode select transistors are configured to operate in max-capacity and high-performance modes, for an example subarray with three rows and four cells per row. A green (faded gray) transistor indicates that the transistor is enabled (disabled).

In max-capacity mode (Figure 5a), CLR-DRAM adopts the open-bitline DRAM architecture’s cell-to-SA connections to achieve the same storage capacity as in the baseline open-bitline DRAM architecture. In this mode, CLR-DRAM connects each of the adjacent DRAM cells in a row (e.g., cells A and B in Figure 5a) to a \textit{different} SA on either side of the subarray (cell A to SA1 and cell B to SA2) to make each DRAM cell operate independently of the other. When accessing a row in max-capacity mode, CLR-DRAM enables \textit{Type 1} transistors and disables \textit{Type 2} ones in the subarray.

In high-performance mode, CLR-DRAM \textit{simultaneously} couples each of the 1) adjacent cells in a row (e.g., cell A and B in Figure 5b) to operate as a single \textit{logical cell} with...
high effective capacitance, and 2) corresponding two SAs (e.g., SA1 and SA2), which drive the coupled cells individually in max-capacity mode, to operate as a single but stronger logical SA driving the logical cell. In this mode, CLR-DRAM reconfigures the connections between DRAM cells and SAs to achieve coupled operation of adjacent cells and their two corresponding SAs in two ways (Figure 5b). First, to couple two adjacent DRAM cells as a logical cell, CLR-DRAM connects both cells to the same SA. For example, cell A is connected to the bitline port of SA1, and cell B is connected to the bitline port of SA1. Second, to couple two SAs as a logical SA, CLR-DRAM connects the logical cell to both of the SAs. For example, the logical cell formed by the coupled cells A and B is connected to both SA1 on the top and SA2 at the bottom of the subarray. When accessing a row in high-performance mode, CLR-DRAM enables both Type 1 and Type 2 transistors in the subarray.

Although this coupled operation of adjacent DRAM cells and their two sense amplifiers sacrifices half of a row’s total storage capacity, it improves DRAM cell access performance in three ways. First, it significantly reduces cell access latency by increasing the overall effective cell capacitance and strengthening the overall sense-amplification capabilities (Section 3.4). Second, it enables early-termination of the charge restoration process to further reduce the row activation latency by exploiting the difference in charge restoration speed between the coupled discharged and charged cells (Section 3.5). Third, it reduces the cost of refresh operations by enabling a lower refresh latency and a longer retention time (Section 3.6).

3.3. Control of Bitline Mode Select Transistors

To reconfigure the connections between DRAM cells and SAs within a subarray as described in Section 3.2 for max-capacity and high-performance operation, we introduce two control signals, IS01 and IS02, to control the Type 1 and Type 2 bitline mode select transistors in the subarray, respectively. For example, asserting IS01 and deasserting IS02 configures a row to operate in max-capacity mode, and asserting both IS01 and IS02 configures a row to operate in high-performance mode.

At the same time, the control circuitry of CLR-DRAM must properly configure the bitline-SA connections in the two neighboring subarrays to: 1) ensure correct operation of the SAs in max-capacity mode by connecting certain bitlines in the adjacent subarrays to the SAs as in the conventional open-bitline architecture (Figure 4a), and 2) maximize the latency reduction in high-performance mode by disconnecting all bitlines in the neighboring subarrays from the SAs to avoid increasing the effective bitline length (and hence the capacitance seen by the SAs).

To satisfy the aforementioned requirements without introducing extra control signals, CLR-DRAM alternates between applying two sets of control signal assignments [IS01 → Type 1, IS02 → Type 2] and [IS02 → Type 1, IS01 → Type 2] to odd and even numbered subarrays, respectively.

Figure 6 illustrates CLR-DRAM’s operation in max-capacity and high-performance modes with the previously-mentioned alternating control signal assignments across adjacent subarrays. We simplify our explanations by depicting only one row consisting of two adjacent DRAM cells in each subarray. Enabled transistors are marked in green.

To configure a row in either an odd-numbered or even-numbered subarray to operate in max-capacity mode, CLR-DRAM asserts IS01 and deasserts IS02 (Figure 6a). Doing so configures the connections between DRAM cells and SAs to be equivalent to the conventional Open-Bitline DRAM architecture, where cells and SAs operate individually.

To configure a row in an odd-numbered subarray (e.g., Subarray 1 in Figure 6b) to operate in high-performance mode, CLR-DRAM asserts both IS01 and IS02. For an even-numbered subarray (e.g., Subarray 0 or Subarray 2 in Figure 6c), CLR-DRAM deasserts both IS01 and IS02. In both cases, all bitline mode select transistors in the subarray are enabled to couple every two adjacent DRAM cells and their two SAs in the row to operate as a single logical cell driven by a single logical SA. By assigning the complements of the control signals to neighboring subarrays, all bitlines in neighboring subarrays are disconnected to prevent them from degrading the latency reduction benefits in high-performance mode.

3.4. Reducing Access Latency in High-Perf. Mode

Operating in high-performance mode changes how the cells and the sense amplifiers are connected to achieve two kinds of coupled operation at the same time. First, high-performance mode couples every two adjacent physical DRAM cells in a row to simultaneously operate as a single logical cell. It does so by connecting the two cells to both the bitline and bitline ports of a sense amplifier. Second, high-performance mode couples two sense amplifiers to operate as a single logical sense amplifier driving the single logical cell. CLR-DRAM reduces access latency because the single logical cell is simultaneously connected to two sense amplifiers, which originally served the two cells individually (i.e., in the baseline architecture or in max-capacity mode), on both sides of a subarray. The two coupled sense amplifiers drive the single logical cell from both ends of the same pair of bitlines.

To illustrate the detailed behavior of high-performance mode, Figure 7 shows our SPICE simulation of the change in voltage level on the pair of bitlines (bitline and Bitline) and the two coupled cells (cell and cell) during row activation and
precharge in CLR-DRAM’s high-performance mode (bottom), and the baseline open-bitline architecture (top). We make three observations.

First, two coupled cells always store opposite charge levels (i.e., charged and discharged) to represent the same logical bit (cell and cell in Figure 7 (bottom)), because the sense amplifiers always drive bitline and bitline to complementary voltage levels.

Second, two coupled cells with opposite charge levels drive their respective bitlines in opposite directions during the initial charge sharing phase of a row activation (1). This creates a larger ΔV across bitline and bitline relative to the baseline architecture, where only one cell drives either bitline or bitline, but not both. Because a sense amplifier enters the charge-restoration phase (2) when ΔV reaches the threshold level ΔVth, a larger ΔV causes the threshold level to be reached more quickly. By shortening the charge sharing phase, we reduce DRAM timing parameters that depend on the charge sharing latency (i.e., tRCD and tRAS).

Third, the reduction in tRCD and tRAS is larger than the reduction in the charge sharing time. This is because coupling two sense amplifiers to drive the two coupled cells simultaneously from both ends of the bitline pair fundamentally accelerates the entire row activation process. As explained in Section 2.1, coupling two sense amplifiers also couples the two precharge units associated with each of them, thereby also reducing the precharge latency (tRP).

3.5. Early-Termination of Charge Restoration

CLR-DRAM reduces the latency of DRAM operations involving charge restoration (e.g., tRAS of row activations) for high-performance mode rows even further (on top of reductions shown in Section 3.4) by exploiting three observations on the charge restoration process of coupled cells.

First, the two coupled cells storing opposite levels of charge have higher effective capacitance compared to a single cell. This allows the cell to tolerate more charge leakage while still maintaining the target retention time (e.g., 64ms).

Second, the charge restoration phase has a long tail latency. As shown in our example SPICE simulation of a row activation (Figure 8), about half of the charge restoration phase is spent on restoring the last 25% of charge to the charged cell. In other words, terminating the charge restoration process before the cell is fully restored to VDD does not significantly degrade the charge level in the cell.

Third, the charge restoration speed of a discharged cell is fundamentally faster than that of a charged cell (Figure 8). The reason for this difference is similar to that of the difference in charge-sharing speed between charged and discharged cells [41], resulting in asymmetric charge restoration currents for charged and discharged cell capacitors. This means that we can terminate charge restoration before the charged cell is fully restored but after the discharged cell is, and still reduce the charge sharing time.

Leveraging the three aforementioned observations, we terminate the charge restoration phase of the row activation early when the charged cell in the two coupled cells reaches VET (early termination voltage level), a level smaller than the conventional full-restoration level (VDD), to further reduce tRAS (Figure 8). We set VET to be small enough to provide a non-trivial reduction of tRAS while ensuring that the following two requirements are met. First, the coupled cell must still meet the target retention time (e.g., 64 ms) when charge restoration is terminated early. Second, VET should not be so small that it significantly degrades the amount of charge available for the next row activation, which could in turn require increasing tRCD. Our analysis (Section 7.2) shows that early termination applies to both row activation and write restoration, whose charge restoration phases are analogous to each other. By terminating charge restoration early for both operations, we reduce tRAS and tWR significantly (by more than 30%) on top of the tRAS reductions provided by techniques described in Section 3.4, while only marginally increasing tRCD (by less than 2%) due to reduction in the amount of charge available for the next activation.
3.6. Mitigating Refresh Costs

CLR-DRAM mitigates the performance and energy overheads of refresh in two ways: 1) reducing refresh latency and 2) reducing refresh rate.

Reducing Refresh Latency. Since a refresh operation is essentially an activation followed by a precharge, whose latencies are both reduced in CLR-DRAM’s high-performance mode, CLR-DRAM also reduces the latency of a refresh operation (i.e., refresh cycle time, \( t_{RFC} \)) for a row operating in high-performance mode.

Reducing Refresh Rate. The logical cell formed by coupling two adjacent DRAM cells has a larger capacitance compared to a single DRAM cell. In other words, a logical cell can tolerate more leakage than a single DRAM cell without affecting the integrity of the data stored in it, which increases its retention time and thus allows reducing the refresh rate (i.e., increasing the refresh window \( t_{REFW} \)).

Extending \( t_{REFW} \) limits how much CLR-DRAM can reduce the row activation latency (\( t_{RCD} \) and \( t_{RAS} \)) in high-performance mode. A larger \( t_{REFW} \) essentially reduces the charge level of the logical cell prior to activation, requiring a longer charge sharing phase for the SA to correctly sense the stored data. Section 7.3 provides a sensitivity analysis quantifying the trade-off between the refresh window (\( t_{REFW} \)) and the row activation latency (\( t_{RCD} \) and \( t_{RAS} \)) in high-performance mode.

4. CLR-DRAM Column Access

We design CLR-DRAM’s column I/O circuitry to maintain full column access bandwidth between the SAs and the global I/O circuitry in both max-capacity and high-performance modes. To do so, we add a single isolation transistor, called column I/O mode select transistor, for each pair of SAs. It enables CLR-DRAM to connect only one of two coupled SAs to the global I/O circuitry in high-performance mode to avoid transferring duplicated data values from the coupled SAs.

Conventional Column Access. Figure 9a illustrates a simplified conventional column I/O architecture, in which a row contains only two columns, and each column contains two cells (e.g., cells A and B form the blue column, cells C and D form the red column). The I/O circuitry is responsible for communicating a column of data (e.g., bits in cell A and B) from a subarray’s local SAs (e.g., SA0 and SA1) to the bank-level global SAs (e.g., GSA[0:1]) via local I/O (e.g., LIO0 and LIO1) and global I/O (e.g., GIO0 and GIO1) lines. Column-select signals (e.g., CSEL0 and CSEL1) control column select transistors to ensure that at most one column in a subarray is connected to LIO lines at a given time. Similarly, GIO lines are time-multiplexed across subarrays in a bank.

CLR-DRAM Column Access. Since CLR-DRAM’s high performance mode couples two sense amplifiers of two adjacent cells (e.g., SA0 and SA1 in Figure 9b) as one logical sense amplifier, employing the conventional column I/O architecture would waste half of the available LIO and GIO lines to transfer redundant bits (e.g., both SA0 and SA1 contain data “A”). To fully utilize the available column I/O bandwidth (as in the conventional subarray architecture and max-capacity mode), CLR-DRAM adds an isolation transistor, called the column I/O mode select transistor, for each pair of physical sense amplifiers (as shown in Figure 9b). We use a column I/O mode select signal \( M \) that controls all column I/O mode select transistors in a subarray. In max-capacity mode, \( M \) is asserted so that the subarray I/O operates in a way equivalent to the conventional subarray I/O. In high-performance mode, \( M \) is deasserted to disconnect the different redundant halves of the columns (e.g., SA1 in the blue column and SA2 in the red column) from the I/O circuitry, while asserting two column select signals (e.g., CSEL0 and CSEL1) to utilize all of the available data bandwidth. For example, CLR-DRAM can simultaneously access two different bits in SA0 and SA3 in Figure 9b in high-performance mode.

5. System Integration

CLR-DRAM enables a dynamic system-level trade-off between DRAM capacity and DRAM latency adjustable at the granularity of a DRAM row. The system can expose this trade-off to any level of the system stack. However, there are two challenges that may complicate communication between CLR-DRAM and other parts of the system: 1) controlling the data mapping between physical addresses and DRAM pages due to memory controller address mapping policies and 2) DRAM refresh control logic. This section discusses each of these challenges and explores potential solutions.

5.1. Memory Controller Address Mapping

The memory controller typically applies an address interleaving policy that distributes memory accesses throughout different levels of the DRAM hierarchy (i.e., channels, ranks, banks) to improve memory access performance by exploiting parallelism in DRAM \([1, 32, 33, 49, 51, 79, 83, 90, 100]\). The address interleaving policy can potentially split up a single physical page so that different parts of the page are mapped to different DRAM rows. Therefore, multiple DRAM rows may have to be configured to operate in high-performance mode when software requests the allocation of a single low-latency memory page through the OS. As a consequence, because each DRAM row may contain parts of multiple different physical pages, all of the physical memory pages that the newly-configured high-performance rows collectively contain also become low-latency pages. Thus, the address interleaving policy can increase the granularity at which the system interfaces with CLR-DRAM.

Figure 10 provides an example address interleaving scheme and shows how the memory controller might map physical addresses to different levels of the DRAM hierarchy. The
memory controller generates the DRAM column address using the bits marked $1$, taken from the page number field of the physical address, but not the bits marked $2$, taken from the page offset field of the physical address. Thus, for a given physical address, bits $1$ indicate how many other pages are also mapped to the same DRAM row and bits $2$ indicate how many different DRAM rows the page is striped across.

\[ \text{Physical Address (Known to the OS)} \begin{array}{c}
\text{Physical Page Number} \\
\text{Page Offset}
\end{array} \]

\[ \text{DRAM Address (Known to the Memory Controller)} \begin{array}{c}
\text{Column} \\
\text{Column}
\end{array} \]

$1\;2$ Bits that Determine the Granularity of the Capacity-Latency Trade-off

**Figure 10: Physical address to DRAM address mapping.**

For example, if $1$ has $X$ bits and $2$ has $Y$ bits, when the system specifies that a page should have low latency, a total of $\frac{1}{2} \cdot 2^X$ pages$^2$ will become low-latency pages (since the entirety of the row will be in high-performance mode), causing $2^X$ rows in CLR-DRAM to switch to high-performance mode.

To best take advantage of such a coarse reconfiguration granularity, we believe the system should “gang together” multiple pages that would benefit from being mapped to a high performance row and map them together. We believe such information about multiple pages can be communicated from the software to hardware via changes to the system software and can be done more easily by adopting new frameworks such as VBI [24], Labeled RISC-V [113], PARD [67], and XMem [107]. We leave the exploration of the (system) software stack for CLR-DRAM to future work.

5.2. Supporting Heterogeneity in Refresh

High-performance mode rows in CLR-DRAM introduce heterogeneity in DRAM refresh operations in two ways. First, compared to rows operating in max-capacity mode, the latency of a refresh operation (tRFC) is reduced due to the faster row activation and precharge. Second, the time interval between two consecutive refresh operations to a high-performance row (tREFW) can be extended compared to a max-capacity row. Such heterogeneity requires the refresh control logic to be able to distinguish between rows operating in max-capacity mode and high-performance mode to 1) apply different tRFC timing constraints, and 2) issue refresh commands at different rates.

There are many solutions proposed by prior works to efficiently handle heterogeneity in DRAM refresh operations [3, 11, 14, 15, 42–45, 63, 64, 78, 81]. We believe these techniques and designs could be adapted to CLR-DRAM.

6. Capacity and Hardware Overhead Analysis

We analyze the capacity and hardware (Sections 6.1 and 6.2) overheads that CLR-DRAM introduces, including changes to the subarray, the subarray column I/O circuitry, and the memory controller.

6.1. DRAM Capacity Overhead

Any DRAM row configured to operate in high-performance mode provides half of the storage capacity of a conventional DRAM row. Therefore, configuring $\frac{X}{2}$% of all rows in a DRAM bank to operate in high-performance mode results in an $\frac{X}{2}$% reduction in the total DRAM capacity. We argue that this reduction in memory capacity is not a significant downside of CLR-DRAM due to two reasons.

First, CLR-DRAM allows the user or the system to dynamically reconfigure DRAM and find favorable operating points in the DRAM capacity-performance trade-off space. In edge cases where the system requires more memory capacity (e.g., to avoid frequent page swaps), it can configure more DRAM rows in CLR-DRAM to operate in max-capacity mode.

Second, previous works show that many modern workloads under-utilize the main memory capacity (e.g., in HPC [77], cloud [12, 85], and enterprise [17] domains). Such workloads, the user or system can trade the under-utilized memory capacity to improve system performance by switching more DRAM rows to high performance mode.

We leave it to the user or the system software to determine a suitable balance between the two operating modes. A user cognizant of a workload’s memory usage characteristics can use CLR-DRAM to configure DRAM rows to operate in high-performance or max-capacity mode as needed by the workload. We leave a rigorous exploration of how different workloads and systems can exploit the new dynamic capacity-latency reconfigurability and the associated trade-offs enabled by CLR-DRAM to future work.

6.2. Hardware Overhead

CLR-DRAM requires modest hardware changes to the DRAM chip and memory controller circuitry. This section analyzes the impact of these changes on overall chip area.

**DRAM Chip Overhead.** CLR-DRAM adds two sets of isolation transistors to a density-optimized DRAM chip: 1) bitline mode select transistors and 2) column I/O mode select transistors. First, two bitline mode select transistors added to each bitline in a subarray (i.e., one at each end of each bitline) enable switching of a row between the two operating modes. This increases the height of a DRAM subarray, resulting in an area overhead of 1.6% of the DRAM chip.3 Second, CLR-DRAM adds column I/O mode select transistors next to half of the existing column select transistors to provide the same column I/O data transfer bandwidth in both high-performance and max-capacity modes. While it is possible that the column I/O mode select transistors may fit into existing slack space without increasing the chip area, we conservatively assume that no slack space is available for CLR-DRAM to exploit.4 Assuming that a column I/O mode select transistor requires the same area as a bitline mode select transistor, it incurs an additional 1.6% DRAM chip area overhead. Overall, even with this conservative estimate, CLR-DRAM increases the DRAM chip area by only 3.2%, compared to a commodity density-optimized DRAM baseline.

---

2High-performance rows provide half of the total row capacity, so we multiply the result by $\frac{1}{2}$.

We size the isolation transistors according to prior work [80, 91].

We assume the worst case due to the lack of open literature on modern DRAM I/O circuitry designs that we could use to accurately evaluate whether the mode select transistors can fit into the existing slack area.
Memory Controller Overhead. In CLR-DRAM, the memory controller uses two separate sets of timing parameters to access and refresh DRAM rows in max-capacity mode and high-performance mode. To fully utilize the row-level reconfigurability, the memory controller needs to track the operating mode of each DRAM row to apply proper timing parameters. Without optimization, this requires storing one bit per row. However, the required storage reduces by a factor of $2^3$ if the memory controller address mapping requires the reconfiguration granularity of CLR-DRAM to be larger than a single row (discussed in Section 5.1). The required storage may be optimized even further using a more efficient representation. Many space-efficient data structures are commonly used in hardware systems (e.g., sparse bitmaps [39]), and systems integrating CLR-DRAM can potentially make use of similar approaches.

6.3. Handling Row and Column Redundancy

A modern DRAM chip internally remaps known faulty DRAM rows/columns to redundant rows/columns that are provided as spares to handle post-manufacturing faults [30]. Because CLR-DRAM performs reconfiguration at the granularity of a single row, it is fully compatible with existing row redundancy resources. However, our design may use more redundant columns compared to conventional DRAM because, if a faulty column is remapped to a spare column, its adjacent column must also be remapped to the corresponding adjacent spare column in order to ensure that all cells throughout the row can be coupled pairwise for high-performance mode operation. For commodity devices in the field, redundant rows and columns are typically underutilized [46, 76] (e.g., <25% utilization [46]). Therefore, CLR-DRAM likely does not require increasing the amount of available redundant row or column resources to implement the high-performance mode.

7. Circuit Simulations

We use SPICE circuit simulations to evaluate the latency and refresh reductions CLR-DRAM provides.

7.1. Methodology

We use a methodology similar to that of prior work [26]. We model a DRAM subarray in SPICE based on Rambus DRAM technology parameters [82] and scale the technology parameters to 22 nm according to the ITRS roadmap [37, 108]. We have open sourced our SPICE circuit model [86].

- We model the sense amplifier using the 22nm PTM high-performance transistor model [80].
- We model the worst-case operating conditions with a temperature of 85°C.
- We assume the junction leakage towards the body of the access transistors is the major charge leakage path of the cell [36, 56, 96, 101, 102, 104].
- We tune other parameters (e.g., bitline capacitance and resistance) to the best of our ability so that the timing parameters derived from our model closely approximate real DDR4 datasheet values [38].
- We model manufacturing process variation by running $10^4$ iterations of Monte Carlo simulations with 5% variation in every circuit component. We derive the timing parameters of our design based on the slowest of the $10^4$ iterations and make sure that every single iteration reads the correct value from the cell.

7.2. Latency Reduction

Table 1 shows the key DRAM timing parameters of conventional DRAM (i.e., our baseline) and the two operating modes of CLR-DRAM. Overall, we observe 35–65% reduction in the four key timing parameters in high-performance mode.

<table>
<thead>
<tr>
<th>Timing Parameter</th>
<th>Baseline</th>
<th>Max-Cap. w/o E.T.</th>
<th>Max-Cap. w/ E.T.</th>
<th>High-Performance w/o E.T.</th>
<th>High-Performance w/ E.T.</th>
<th>Reduction (w/ E.T.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>tRCD (ns)</td>
<td>13.8</td>
<td>13.2</td>
<td>5.4</td>
<td>5.5</td>
<td>60.1%</td>
<td></td>
</tr>
<tr>
<td>tRAS (ns)</td>
<td>39.4</td>
<td>40.3</td>
<td>20.3</td>
<td>14.1</td>
<td>64.2%</td>
<td></td>
</tr>
<tr>
<td>tRP (ns)</td>
<td>15.5</td>
<td>8.3</td>
<td></td>
<td></td>
<td>46.4%</td>
<td></td>
</tr>
<tr>
<td>tWR (ns)</td>
<td>12.5</td>
<td>13.3</td>
<td>12.5</td>
<td>8.1</td>
<td>35.2%</td>
<td></td>
</tr>
</tbody>
</table>

Impact of Bitline Mode Select Transistors in Max-Capacity Mode. The timing parameters for rows operating in max-capacity mode are different from those of the baseline because of the insertion of the bitline mode select transistors. The bitline mode select transistors impact timing in three ways. First, they slightly reduce $t_{RCD}$ by 4.4% because they decouple the SAs from the long bitlines that have large capacitance. Second, at the same time, they also limit the amount of current that can pass through the bitline, making $t_{RAS}$ and $t_{WR}$ slightly higher than in the baseline (by 2.2% and 6.4%, respectively). Third, they enable CLR-DRAM to reduce the precharge latency $t_{RP}$ by 46.4% regardless of the target row’s operating mode, by coupling two precharge units during the precharge operation (similarly to LISA-LIP [7]). Our evaluations in Section 8.1 show that these three changes in the timing parameters have an overall positive impact on system-level performance.

Early Termination of Charge Restoration. As described in Section 3.5, we reduce $t_{RAS}$ and $t_{WR}$ in high-performance mode by terminating charge restoration early. Table 1 shows the reduction in $t_{RAS}$ and $t_{WR}$ with by applying early termination of charge restoration (w/ E.T. column) compared to without applying it (w/o E.T. column). We find that applying early termination of charge restoration reduces $t_{RAS}$ even further and enables the reduction of $t_{WR}$, while increasing $t_{RCD}$ by only 0.1 ns. The marginal increase in $t_{RCD}$ is because the reduced charge level in the charged cell of the two coupled cells reduces the initial $\Delta V$ developed across the bitline pair at the very beginning of a row activation, thus extending the length of the charge sharing phase.

7.3. Refresh Interval Versus Latency

Section 3.6 introduces the fundamental trade-off between the extended refresh interval ($t_{REFW}$) and access latency ($t_{RCD}$ and $t_{RAS}$). In this section, we analyze the sensitivity of $t_{RCD}$ and $t_{RAS}$ to the increase in the refresh interval.

We perform a sweep of the time interval between consecutive refresh operations to the same row ($t_{REFW}$) and study how changing $t_{REFW}$ affects $t_{RCD}$ and $t_{RAS}$ (with...
early-termination of charge restoration applied). We sweep the refresh interval in increments of 10ms until the reduced charge level in the cell prior to activation is too low for the SA to sense correctly. Figure 11 shows the results of our sensitivity analysis. We make two observations.

Figure 11: Sensitivity of tRCD and tRAS to refresh interval.

First, we observe that extending the refresh interval increases tRCD and tRAS. This is because extending the refresh interval reduces the charge level in the cell prior to activation, which extends the charge sharing phase. When the refresh interval is extended from 64ms to 194ms (a 3.03x increase), tRCD and tRAS increase by 3.24ns and 3.04ns (by 1.58x and 1.21x), respectively.

Second, these increases in tRCD and tRAS are large enough to potentially degrade system-level performance. To study the system-level effect of the trade-off between reducing the refresh rate and increasing tRCD and tRAS, we perform a sensitivity analysis using the timing parameters from Figure 11 in Section 8.5.

8. System-Level Evaluation

We use system-level performance and power simulation to evaluate CLR-DRAM on single- and multi-core systems.

8.1. Methodology

Simulators. We use a customized version of Ramulator [51], a cycle-accurate DRAM simulator, to evaluate CLR-DRAM’s system-level performance. We use Ramulator’s CPU-trace driven simulation mode with application traces generated from a custom Pintool [66, 84]. We use DRAMPower [6] to evaluate the power and energy consumption of CLR-DRAM with the DRAM command traces generated by Ramulator.

System Configuration. The configuration of the system used in our evaluations is shown in Table 2.

| Processor | 1-4 core(s), 4GHz, 4-wide issue, 8 MSHRs per core |
| T hierarch Y-level cache, 8-way associative, 8MB total capacity |
| Cache | 8KB L1 cache, 32KB L2 cache, 1MB L3 cache, 128KB L4 cache |
| Memory | 32GB DDR4, 2133MHz, 4 ranks |
| Controller | 64-entry read/write request queue |
| DRAM | 1 channel, 1 rank, DDR4 [38], 1200MHz bus frequency, 64GB chip density, 4 bank groups, 4 banks per bank group |
| Benchmarks | 41 benchmarks from SPEC CPU2006 [99], TPC [105], MediaBench [19] |

Workloads. Our evaluation includes 1) 41 real applications from the SPEC CPU2006 [99], TPC [105] and MediaBench [19] benchmark suites and 2) 30 in-house synthetic random and stream access workloads [26, 50, 69]. The random workloads randomly access memory locations, and thus exhibit a very limited row locality. The stream workloads access contiguous memory locations, exhibiting high row locality.

Our single-core evaluation covers all 71 workloads. For multi-core evaluation, we first categorize the 41 real applications as memory-intensive or non-memory-intensive based on the misses-per-kilo-instruction (MPKI) metric from the last-level-cache. MPKI is calculated using the SimPoint [25] traces of the representative phases of each application in single-core simulations. Applications with MPKI > 2.0 are classified as memory-intensive. We form three multi-programmed four-core workload groups, each containing 30 workloads consisting of four randomly-selected single-core applications. The three groups are: 1) Low memory intensity ("L") that contains four non-memory-intensive applications, 2) Medium memory intensity ("M") that contains two non-memory-intensive and two memory-intensive applications, and 3) High memory intensity ("H") that contains four memory-intensive applications. We simulate the multi-core workloads until each CPU core completes at least 200 million instructions. For all configurations, we initially warm up the caches by fast-forwarding 100 million instructions.

Baseline DRAM Timing Parameters. We derive the DRAM timing parameters related to accessing the DRAM cell array (tRCD, tRAS, tRP and tWR) from our SPICE simulations explained in Section 7.2. We obtain the other DRAM timing parameters from the datasheet of a commodity 16Gb DDR4 DRAM chip [88].

CLR-DRAM Parameters. We obtain tRCD, tRAS, tRP and tWR for max-capacity and high-performance rows from our SPICE simulations (Section 7.2). We always apply early termination of charge restoration to reduce tRAS and tRP because early termination is largely beneficial aside from a marginal increase in tRCD. To calculate tRFC for high-performance rows, we reduce the default tRFC by a factor equal to the average reduction in tRAS and tRP.

CLR-DRAM Data Mapping. We model 4 different configurations representing how CLR-DRAM could be configured in a system where 25%, 50%, 75%, 100% of all the DRAM rows are high-performance rows. We use a profiling-based approach (similar to prior works [13, 98]) to assign a workload’s X% of the most frequently-accessed pages to high-performance rows when the system configures X% of all rows to operate in high-performance mode. We evaluate another configuration where all DRAM rows operate in the max-capacity mode (we denote it as 0%).

Metrics. We use the instructions per cycle (IPC) and the weighted speedup [18, 97] metrics to measure the performance of single-core and multi-core systems, respectively. We normalize the IPC, weighted speedup and energy consumption numbers of CLR-DRAM to the baseline DDR4 [38] DRAM to show the performance and energy impact of our design. All average values we present are geometric means.

8.2. Single-core Performance

Figure 12 (top) shows CLR-DRAM’s normalized IPC with the five different page mapping configurations (0% to 100%) of memory intensive benchmarks and synthetic (random and stream access) workloads relative to the baseline DRAM. Figure 12 (bottom) shows the DRAM energy consumption of the same CLR-DRAM configurations, normalized to the baseline. The error bars show the maximum/minimum IPC improvement or DRAM energy on each plot. We show detailed re-
corresponds to average results across all 41 benchmarks. We make five key observations from these results.

First, CLR-DRAM improves the overall performance of our single-core workloads by 5.5%, 7.9%, 10.3%, and 12.4% when 25%, 50%, 75%, and 100% of the frequent accessed pages are mapped to high-performance mode rows, respectively. No workload experiences slowdown with CLR-DRAM. 429.mcf, with all its pages mapped to high-performance rows, achieves the highest speedup of 59.8%. We conclude that CLR-DRAM significantly improves single-core performance.

Second, CLR-DRAM significantly reduces DRAM energy consumption. By mapping 25%, 50%, 75%, and 100% of the frequently-accessed pages to high-performance rows, CLR-DRAM achieves overall DRAM energy savings of 9.2%, 13.3%, 16.9%, and 19.7%, respectively. The energy savings mainly stem from the reduced execution time of the workloads and reduction in DRAM power consumption (Section 8.4).

Third, different workloads exhibit different sensitivities to reduced DRAM access latency. The results from synthetic workloads clearly show that CLR-DRAM benefits workloads with random access patterns, which frequently experience row buffer conflicts, due to the significant reduction in tRAS and tRP that determine how quickly a row can be opened and closed.

Fourth, different workloads exhibit different scaling behavior as we increase the fraction of frequently-accessed pages mapped to high-performance rows. For example, some workloads (e.g., 429.mcf, 462.libquantum) show near-linear scaling because their memory accesses are distributed relatively evenly across their memory footprint (e.g., the top 25%, 50% and 75% most accessed pages of 462.libquantum cover 26.4%, 51.2% and 75.6% of its memory accesses, respectively). Some others (e.g., 450.soplex, 470.libm) scale sub-linearly because most of their memory accesses are concentrated in a small fraction of their memory footprint (e.g., 85.2% of 450.soplex’s memory references fall into the top 25% of its most accessed pages). Mapping more pages to high-performance rows provides diminishing speedups in a workload that accesses memory relatively unevenly throughout its memory footprint.

Figure 12: Normalized IPC and DRAM energy consumption of memory-intensive single-core benchmarks with CLR-DRAM.
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Fifth, operating all rows in max-capacity mode has a small but clearly positive performance impact (an average of 2.4% performance improvement) compared to the baseline DRAM for single-core workloads. This is because coupling two precharge units enables a large reduction in tRP despite the increased tRAS and tWR caused by the bitline mode select transistors. Average DRAM energy consumption is reduced by 3.5%, due to the reduction in tRP. We conclude that, even in the worst case when all rows are configured to operate in max-capacity mode, overall system performance and energy impact of CLR-DRAM is still positive.

Overall, CLR-DRAM significantly improves both the performance and energy consumption of single-core workloads, with increasing benefits as more pages get mapped to high-performance rows.

8.3. Multi-core Performance

Figure 13 shows CLR-DRAM’s weighted speedup (top) and DRAM energy consumption (bottom), both normalized to baseline DDR4 DRAM, across the three workload groups we evaluate in multi-core simulations. We make the following three observations.
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First, CLR-DRAM provides significant overall performance improvement and DRAM energy savings across all 90 multi-core workloads we evaluate. When only 25% of the most-accessed pages are mapped to high-performance rows, CLR-DRAM improves performance by 11.9% on average and DRAM energy consumption by 21.7%. When this fraction is
100%, CLR-DRAM provides an overall performance improvement of 18.6% and DRAM energy savings of 29.7%.

Second, high-MPKI workloads (denoted H in Figure 13) benefit more from reducing the memory access latency in CLR-DRAM’s high-performance mode. When all pages are mapped to high-performance rows, CLR-DRAM provides an average speedup of 27.5% for memory-intensive workloads since memory-intensive workloads are more sensitive to DRAM access latency reduction.

Third, CLR-DRAM provides the smallest DRAM energy reduction for the high-MPKI workloads. One reason for this is that CLR-DRAM reduces tRAS significantly, which can cause a row to close early enough that a request accessing the same row misses in the row buffer when the request is issued shortly after closing the row. This results in more frequent row buffer misses and conflicts, which consume more energy than accesses to an open row, thereby offsetting the energy reduction benefits of the reduced execution time.

We conclude that CLR-DRAM significantly improves performance and energy consumption of multi-core workloads.

8.4. Power Savings of CLR-DRAM

Figures 14a and 14b show the DRAM power consumption of CLR-DRAM normalized to the baseline DDR4 configuration in single-core and multi-core systems, respectively. When 25% of pages are mapped to high-performance DRAM rows, average DRAM power reduces by 4.3% for single-core workloads (8.9% for multi-core workloads). The average DRAM power reduction increases to 9.7% and 12.8% for single- and multi-core workloads, respectively, when the fraction of pages mapped to high-performance rows is 100%. We conclude that CLR-DRAM significantly reduces DRAM power consumption for both single-core and multi-core workloads.

8.5. Refresh Interval vs. Access Latency Trade-off

Using two DRAM cells together as a logical cell with larger capacitance compared to the baseline, CLR-DRAM supports extending the default refresh interval (tREFW) for high-performance rows. However, extending tREFW slightly increases tRCD, tRAS, and tRFC (as discussed in Section 3.6), which could potentially have a negative impact on system performance. We evaluate the performance and DRAM energy impact of increasing the refresh interval in CLR-DRAM.

Methodology. We evaluate four representative refresh interval (tREFW) settings: 114 ms, 124 ms, 184 ms, and 194 ms, each with the corresponding tRCD and tRAS values extracted using our SPICE simulations in Section 3.6. We denote these four settings as CLR-114, CLR-124, CLR-184, CLR-194. We perform single-core and multi-core simulations using the same methodology as described in Section 8.1 (we do not evaluate the 0% case as max-capacity mode does not support extending tREFW).

Results. Figures 15a and 15b show the normalized IPC (weighted speedup for multi-core workloads), DRAM energy consumption, and DRAM refresh energy consumption of the four tREFW settings alongside the baseline case of CLR-64 for single- and multi-core workloads. We make the following three observations.

First, extending the refresh interval can either have a slightly positive or negative impact on the system performance depending on by how much the refresh interval increases. For single- and multi-core workloads, CLR-114 provides an average speedup of 12.6% and 19.2% over baseline DDR4, respectively, when all pages are mapped to high-performance rows, outperforming CLR-64 by 0.28% and 0.61%. In contrast, CLR-194 causes an average slowdown of 0.98% and 0.77% compared to CLR-64 (due to longer access latencies), but still outperforms the baseline by 11.4% and 17.8% for single- and multi-core workloads respectively.

Second, the overall DRAM energy consumption of all configurations is similar. This is because the energy spent on DRAM access (not DRAM refresh) is the majority of the total DRAM energy consumption. CLR-114 provides the highest DRAM energy reduction of 29.9% for multi-core workloads.

Third, by reducing tRFC and increasing tREFW, CLR-DRAM saves significant DRAM refresh energy. We observe that CLR-64 without an extended tREFW already reduces refresh energy by 66.1% for multi-core workloads when all DRAM rows operate in high-performance mode because it uses a smaller tRFC. By extending the refresh interval to 194 ms (CLR-194), CLR-DRAM reduces DRAM refresh energy by 87.1%.

We conclude that extending the refresh interval (tREFW) in CLR-DRAM’s high-performance mode effectively reduces the energy overhead of DRAM refresh with negligible performance impact.

9. Related Work

To our knowledge, this is the first work to provide a DRAM architecture that enables dynamic reconfiguration of any row to provide either high storage capacity or low access latency at low hardware cost. CLR-DRAM provides this new dynamic capability using simple modifications to a density-optimized commodity DRAM chip. We briefly discuss related works that exploit static and dynamic DRAM capacity-latency trade-offs,
enable in-DRAM caching, reduce access latency, and mitigate refresh costs. 

Static Capacity-latency Trade-off. Certain commercial DRAM chips [23, 35, 68] reduce access latency by incorporating small DRAM subarrays and banks. These products statically exploit the capacity-latency trade-off by sacrificing significant storage capacity for reduced latency. CHARM [98] and TL-DRAM [55] statically partition a DRAM chip into a fast region and a slow region. However, the low-latency regions in these designs are small and fixed.

Designs based on Twin-Cell DRAM [53, 102, 103] statically couple every two DRAM cells to reduce access latency and refresh rates. However, Twin-Cell DRAM designs do not couple two sense amplifiers to accelerate the activation and precharge process, which significantly limits their potential to improve DRAM latency compared to CLR-DRAM.

Dynamic Capacity-latency Trade-offs. MCR DRAM [13] simultaneously activates multiple (i.e., two or four) DRAM rows to achieve low row activation latency. This enables a dynamic trade-off between DRAM capacity and performance comparable to our design. However, MCR DRAM does not couple two sets of sense amplifiers and precharge units, which greatly limits the amount of latency reduction it can achieve.

Hsu et al. [31] patent a DRAM array design that provides rows that are interchangeable between single-cell and twin-cell operation. Unfortunately, their design adds a new row of SAs per subarray dedicated to twin-cell operation, which results in high DRAM chip area overhead. Their design also does not couple two SAs, so it has limited potential to reduce DRAM access latency compared to CLR-DRAM.

In-DRAM Caching. SALP [48] utilizes the parallelism between subarrays to enable simultaneously opening multiple DRAM rows in different independent subarrays. CROW [26] enables in-DRAM caching by copying the data of a frequently-accessed DRAM row to another row (i.e., copy-row) in the same subarray. CROW simultaneously activates the two rows that contain the same data to reduce DRAM access latency. To reduce DRAM refresh overhead, CROW eliminates weak rows, which have short retention times, and extends the refresh interval by remapping the weak rows to copy-rows that can retain data for a long time. LISA [7] enables fast data movement across different subarrays in a bank at the granularity of DRAM rows. The LISA-VILLA mechanism utilizes this fast in-bank data movement to cache frequently-accessed data using a small but low-latency subarray within the same bank. Cache DRAM [29] adds a small SRAM cache in a DRAM chip. Because CLR-DRAM enables a new row-granularity capacity-latency trade-off, CLR-DRAM is orthogonal to in-DRAM caching, and mechanisms such as SALP, CROW, LISA, and Cache DRAM can be built on top of the CLR-DRAM architecture to improve performance even further.

Reducing Latency. Various works propose techniques to reliably reduce DRAM latency without sacrificing capacity [9, 10, 27, 47, 54, 59, 110, 115] by reducing timing margins under certain conditions. CLR-DRAM is complementary to mechanisms proposed by these prior works and can be combined with them to reap the benefits of both.

Mitigating Refresh Costs. Several prior works provide mechanisms for reducing the performance and energy consumption penalties incurred by DRAM refresh [11, 15, 42, 61, 63, 74, 75, 78, 81, 106, 109]. Unlike CLR-DRAM, these proposals do not reduce DRAM access latency.

10. Conclusion

We propose CLR-DRAM, new DRAM architecture that enables dynamic fine-grained reconfigurability between high-capacity and low-latency operation. CLR-DRAM can reconfigure every single DRAM row to operate in either max-capacity mode or high-performance mode. A max-capacity row maintains approximately the same storage density as the commodity density-optimized open-bitline architecture by letting each DRAM cell operate separately. A high-performance row provides low access latency and low refresh overhead by coupling every two adjacent DRAM cells in the row and their sense amplifiers. Our evaluations show that CLR-DRAM significantly improves system performance and energy consumption for both single- and multi-core workloads in all our evaluation configurations, including those that favor maximizing capacity and minimizing latency. We hope that future work exploits CLR-DRAM to develop more flexible systems that can adapt to the diverse and dynamically changing DRAM capacity and latency demands of workloads.
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