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Abstract—Recently, OpenCL has been emerging as a programming model for energy-efficient FPGA accelerators. However, the state-of-the-art OpenCL frameworks for FPGAs suffer from poor performance and usability. This paper proposes a high-level synthesis framework of OpenCL for FPGAs, called SOFF. It automatically synthesizes a datapath to execute many OpenCL kernel threads in a pipelined manner. It also synthesizes an efficient memory subsystem for the datapath based on the characteristics of OpenCL kernels. Unlike previous high-level synthesis techniques, we propose a formal way to handle variable-latency instructions, complex control flows, OpenCL barriers, and atomic operations that appear in real-world OpenCL kernels. SOFF is the first OpenCL framework that correctly compiles and executes all applications in the SPEC ACCEL benchmark suite except three applications that require more FPGA resources than are available. In addition, SOFF achieves the speedup of 1.33 over Intel FPGA SDK for OpenCL without any explicit user annotation or source code modification.
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I. INTRODUCTION

As energy efficiency becomes one of the most important design goals for today’s high-performance computing (HPC) systems and datacenter servers, FPGAs are emerging as a new opportunity. Modern FPGAs from Intel and Xilinx provide millions of logic blocks and deliver the performance of several TFLOPS [27], [49]. Microsoft has adopted FPGAs in its datacenters to accelerate search engines [40], deep learning [37], data compression [19], etc. Amazon provides an EC2 compute instance that exploits FPGAs [1].

Recently, OpenCL (Open Computing Language) [32] has been considered as a promising programming model for FPGA accelerators. The two largest FPGA vendors, Intel (formerly Altera) and Xilinx, have started to release OpenCL frameworks for their own FPGAs [25], [48]. There are many advantages to having OpenCL as a language for high-level synthesis (HLS). First, every OpenCL kernel has spatial parallelism by its nature because many kernel threads can be executed simultaneously in a pipelined manner. Second, traditional hardware/software partitioning [7] is not required because an OpenCL application is already divided into compute-intensive kernels and the remaining part. Third, OpenCL excludes some high-level language features that are difficult to implement in FPGAs, such as recursion and function pointers. Fourth, it provides a three-level memory hierarchy that is naturally mapped to the memory hierarchy of modern FPGAs: external memory, embedded memory blocks, and registers. Finally, due to the success of GPGPU technology over the last decade, OpenCL has enjoyed a large software ecosystem. Thus, OpenCL-based HLS tools allow many existing applications to run on an FPGA without any modification. However, it still requires significant effort from the research community to achieve high performance and good usability in OpenCL-based HLS. The state-of-the-art OpenCL frameworks for FPGAs are hindered by numerous bugs and unsupported features, require lots of explicit user annotations, and generate slow and inefficient circuits for real-world OpenCL applications. The most significant problem is that, no HLS technique for OpenCL kernels has been publicly proposed yet, while the internal implementation of commercial OpenCL frameworks remain black boxes. This hinders researchers from solving fundamental problems in OpenCL-based HLS.

This paper proposes a high-level synthesis framework of OpenCL for FPGAs, called SOFF (SNU OpenCL Framework for FPGAs). We present a complete datapath architecture for modern FPGAs to pipeline many threads in an OpenCL kernel. We also present a compilation process to automatically synthesize such a logic circuit. This paper extends the concept of run-time pipelining (Section II-A) proposed in previous studies on HLS and dataflow architectures to complete a compiler that covers all the features and corner cases in OpenCL. Especially, it describes a formal way to handle variable-latency instructions (Section IV-A and Section IV-B), complex control flows (Section IV-E), and synchronization primitives (Section IV-F) appeared in real-world OpenCL kernels.
SOFF is the first OpenCL framework that correctly compiles and executes all applications in the SPEC ACCEL benchmark suite [11] except three applications that require more FPGA resources than are available. Moreover, it does not require any explicit user annotation and source code modification. The current version of SOFF is implemented and evaluated on an Intel Arria 10 FPGA. However, the proposed techniques are independent of a specific FPGA and can also be directly applied to other FPGAs such as Xilinx’s.

The contributions of the paper are as follows:

- It proposes techniques to automatically synthesize efficient datapaths for modern FPGAs from a given set of OpenCL kernels. The techniques include stall handling mechanisms and a deadlock prevention mechanism.
- It proposes adopting the control tree [44] as the intermediate representation for HLS to easily deal with complex control flows in a structured program.
- It proposes the design and implementations of OpenCL barriers and atomic operations in the datapath to correctly execute OpenCL kernels.
- It proposes an efficient memory subsystem for the datapath. The design is based on the characteristics of OpenCL kernels.
- The evaluation result of SOFF with SPEC ACCEL [11] and PolyBench [21] shows that it achieves the speedup of 1.33 over Intel FPGA SDK for OpenCL without any explicit user annotation or source code modification.

II. BACKGROUND

In this section, we briefly introduce high-level synthesis (HLS) techniques and the OpenCL programming model.

A. High-Level Synthesis

HLS techniques for FPGAs or other reconfigurable architectures that target imperative programming languages have been proposed from the early 1990s [3], [6], [10], [16], [22], [23], [46], [47]. Despite their different target platforms and languages, their basic ideas are almost the same [7], [13], [20].

The primary goal of HLS is to generate a datapath for a given imperative program (usually a small piece of the entire application). An HLS tool places multiple functional units on the datapath (allocation). It determines when (i.e., which clock cycle) each instruction in the target program begins and completes the execution (scheduling), and where (i.e., on which functional unit) each instruction is executed (binding). Then, it connects the functional units by wires, buses, registers, and/or MUXes according to the result of scheduling and binding. In addition, it may generate multiple copies of the datapath as long as the capacity of the target FPGA allows, to execute multiple instances of the program (e.g., threads and loop iterations) simultaneously. The datapaths are connected to other components such as memory controllers. Finally, a register-transfer level (RTL) description is delivered to a logic synthesis tool to reconfigure the FPGA.

There are three widely-used approaches to discover parallelism in an imperative program and to utilize many functional units in the datapath: exploiting instruction-level parallelism (ILP), compile-time pipelining, and run-time pipelining.

1) Exploiting ILP: The first is to exploit ILP within a single basic block (or a variant such as a hyperblock [4] and a trace [17]). In every clock cycle, functional units in a datapath execute data-independent instructions in the same basic block in parallel. After all instructions in the current basic block are complete, the datapath executes the next basic block. Note that the same approach has been widely used for VLIW architectures [18].

Fig. 1 (c) illustrates a datapath that executes the for-loop in Fig. 1 (a). The loop body consists of nine instructions as shown in Fig. 1 (b). Suppose that the latency of every instruction is
a single cycle. As illustrated in Fig. 1 (c1)–(c5), the datapath computes \( sA[i] \) and \( sB[i] \) at the first cycle, loads \( A[i] \) and \( B[i] \) at the second cycle, computes \( t3 \) and \( t4 \) at the third cycle, computes \( c \) and \( sC[i] \) at the fourth cycle, and finally stores \( c \) at the fifth cycle. Then, the next iteration of the loop begins its execution. However, this approach is hindered by limited instruction-level parallelism and time-varying instruction mixes of typical imperative programs. Moreover, it requires many MUXes because each functional unit needs to choose an appropriate input source for different instructions (e.g., the multiplier unit in Fig. 1 (c3) and (c4)). Such MUXes are costly in FPGAs [24].

2) Compile-time pipelining: On the other hand, if the target is a loop, multiple loop iterations can be executed in a pipelined manner instead of being executed one by one. Suppose that the loop body consists of a single basic block, and the latency of every instruction is known at compile time. If the loop has no loop-carried dependence, a pipelined datapath can be easily constructed by placing one functional unit for every instruction, connecting them according to data dependences between instructions, and inserting some registers between functional units to ensure that all possible paths from the entry to the exit have the same number of pipeline stages (i.e., all the paths are split into the same number of pipeline stages) [47].

Fig. 1 (d) shows an example of a pipelined datapath for the loop in Fig. 1 (a). Each of nine functional units corresponds to an individual instruction in Fig. 1 (b). MUXes are not required because each functional unit always receives input values from the same predecessors. Four registers are inserted between the functional units of \( I8 \) and \( I9 \) to split the datapath into five stages. As a result, the datapath can execute one loop iteration per cycle. If the loop has loop-carried dependences, or the capacity of the target FPGA is insufficient, more complex scheduling algorithms, such as modulo scheduling, can be used [5]. In this paper, we call this approach compile-time pipelining because every functional unit is assigned to exactly one of the pipeline stages at compile time.

3) Run-time pipelining: However, if the loop body contains a complex control flow, the datapath cannot be split into a fixed number of pipeline stages at compile time. This is also true for variable-latency instructions. In modern FPGAs, compute instructions usually have fixed latencies. Load/store instructions for embedded (on-chip) memory blocks, such as Intel’s M20K memory blocks and Xilinx’s block RAMs, can also have fixed latencies. However, many real-world applications need to use external memory (e.g., DRAM) to handle large data. One or more caches can be implemented in the FPGA using embedded memory blocks [9], [41] to improve the performance of external memory accesses. In this case, the latency of a load/store instruction may vary at run time, depending on whether the access is a cache hit or a miss. This is the reason why most previous compile-time pipelining techniques target innermost or perfectly nested loops, and do not employ a complex memory subsystem.

It is also possible to construct a pipelined datapath without scheduling instructions at compile time. Instead, we can make each functional unit communicate with its neighbors using a handshaking protocol and execute an instruction whenever all of its operands are ready. This mechanism can be implemented either asynchronously (i.e., without the global clock) [2] or synchronously (i.e., with the global clock) [12], [30], [31]. We call this run-time pipelining. Fig. 1 (e) shows an example of such a datapath. Some recent high-level synthesis techniques adopt this approach to cover complex real-world applications [16], [41].

B. OpenCL

OpenCL is a programming model for heterogeneous systems containing a general-purpose CPU and one or more accelerators, such as GPUs and FPGAs. An OpenCL application consists of two parts, a host program and a set of kernels. Compute-intensive and data-parallel tasks in the application are usually implemented as kernels and executed on an accelerator. The rest of the application becomes the host program and runs on the CPU. The host program is written in a typical high-level programming language, such as C, C++, Java, or Python. The kernels resemble usual C functions but are written in the OpenCL C programming language [33]. They take one or more arguments from the host program.

1) Execution model: The host program issues a kernel execution command to an accelerator using an OpenCL API function. Then, many instances of the kernel (i.e., kernel threads) are created and executed on the accelerator. Each kernel instance is called a work-item. In addition, work-items are equally divided into multiple small groups, and each group is called a work-group.

Each work-item has a unique global ID, and each work-group has a unique work-group ID. Similarly, each work-item has a unique local ID within its work-group. The host program needs to define an index space called an NDRange to execute the kernel. The NDRange determines the total number of work-items, the size of every work-group, and the rule for assigning an ID to each work-item. All work-items receive the same argument values. They are distinguished only by their IDs. OpenCL C provides built-in functions to obtain the current work-item ID.

2) Memory hierarchy: OpenCL provides three hierarchical memory address spaces for kernels – global memory, local memory, and private memory. The global memory is shared by the host program and all work-items. The host program invokes OpenCL API functions to allocate byte arrays (called buffers) in the global memory and to copy data between the main memory and the global memory. The host program can pass pointers to these arrays as kernel arguments. Work-items access the global memory through the pointers. On the other hand, the local memory is shared by work-items within the same work-group, and the private memory is private to each work-item. A kernel declares which of the two address spaces each local variable is allocated to. The host program cannot access the local memory and the private memory.


3) Memory consistency model: OpenCL C uses a relaxed memory consistency model. All work-items can be executed independently except when the kernel uses a work-group barrier or an atomic operation. A work-group barrier (i.e., a barrier() function) synchronizes all work-items within the same work-group and guarantees memory consistency between them. Note that it does not affect work-items in other work-groups. An atomic operation makes its result visible to all subsequent atomic operations from other work-items, even in different work-groups.

C. Related Work

Many previous HLS techniques for OpenCL or similar programming languages (e.g., CUDA) simply translate an OpenCL kernel into a sequential C program and deliver this to a traditional HLS tool [38], [39], [43]. They ignore the inherent spatial parallelism of OpenCL kernels and rely on traditional HLS tools to find new parallelism. Some of the previous studies synthesize one or more general-purpose cores in an FPGA and execute OpenCL kernels on the cores [8], [34]. This is not suitable for maximizing the computing power of modern FPGAs.

Czajkowski et al. [15], [16] propose an OpenCL-to-FPGA compiler to generate a logic circuit that executes multiple work-items in a pipelined manner. They introduce basic-block modules that behave similarly to our basic pipelines in Section IV-B. They also mention deadlocks of inner loops very briefly in a single paragraph. However, they did not formally discuss the conditions of deadlocks nor propose an efficient prevention mechanism. Moreover, they did not address variable-latency instructions and work-group barriers, which are important issues in OpenCL-based HLS.

III. OVERVIEW OF SOFF

This section describes the overall design and implementation of SOFF, including the target platform, circuit design, and compilation/execution flow.

A. Target Platform

Fig. 2 illustrates the target platform of SOFF. It consists of a CPU and an FPGA connected by a PCIe bus. The FPGA consists of logic blocks, DSP blocks, embedded memory blocks, and a programmable interconnect between them. In addition, it is connected to external memory that is larger and slower than the embedded memory. The external memory becomes the OpenCL global memory.

The FPGA is divided into a static region and a reconfigurable region. While the static region contains logic components that are commonly used for all OpenCL applications, the reconfigurable region contains a compiler-generated circuit dedicated to executing kernels in a single application. Once the target platform boots, the static region will not be changed anymore. On the other hand, the reconfigurable region is modified when a new application runs. Such partial reconfiguration is widely supported in modern FPGAs.

The static region contains a PCIe endpoint that communicates with a device driver running on the CPU. The PCIe endpoint enables the device driver to directly read and write some registers inside the reconfigurable region and to send DMA requests between the main memory and FPGA’s external memory. The actual data transfer is done by a DMA engine in the static region. These features can be easily implemented using IP cores provided by the FPGA vendor.

B. Reconfigurable Region Design

Fig. 2 also shows the block diagram of the circuits in the reconfigurable region. Suppose that the target OpenCL application has only one kernel. The reconfigurable region contains a work-item dispatcher, one or more copies of a datapath, a memory subsystem, and a work-item counter. Later in Section III-C, we will describe how the number of datapath copies is determined. The reconfigurable region also has an argument register, a trigger register, and a completion register. These registers are accessible by the device driver.

The values of kernel arguments and the definition of the NDRange (represented by seven integers) are assumed to be stored in the argument register. Once the trigger register is set to one, kernel execution begins. The work-item dispatcher distributes work-items to the datapaths by work-groups, i.e., work-items in the same work-group are sent to the same datapath. It first assigns one work-group to each datapath. Then, it sends the IDs of every work-item in the work-group to the corresponding datapath, one by one, in every cycle until the entry of the datapath is temporarily stalled. After all work-items in the work-group are sent, it assigns a new work-group to the datapath. This continues until all work-groups are assigned to the datapaths. Such work-group-level distribution helps work-group barriers and local memory to be easily implemented.

Each datapath executes the assigned work-items in a pipelined manner. It stores work-item private variables and intermediate values in its own registers. In addition, it exposes one or more memory interfaces to the memory subsystem. These interfaces are used to issue load/store requests to the global and local memory, and to receive the responses of load requests. The memory subsystem contains many embedded memory blocks that are used as the OpenCL local memory.
and as caches of the global memory. It is also connected to an external memory controller in the static region to handle cache misses. The internal implementations of the datapath and the memory subsystem are described in Section IV and Section V, respectively.

The work-item counter is incremented whenever a work-item finishes its execution in one of the datapaths. If the work-item counter reaches the total number of work-items in the NDRange, a cache flush signal is sent to the memory subsystem to write all dirty cache lines back to the external memory, and the completion register is set to one. The host program waits for the completion of the kernel execution by polling the completion register.

When the target OpenCL application has multiple kernels, the reconfigurable region accommodates multiple aforementioned circuits, one for each kernel, at the same time. It also contains a kernel pointer register that is accessible by the device driver. Only the circuit specified by the kernel pointer is enabled while all other circuits are disabled even if the trigger register is set to one. If the capacity of the target FPGA is not sufficiently large to contain multiple kernels, the reconfigurable region contains only the circuit for a single kernel. Then, SOFF modifies the reconfigurable region whenever the application launches a different kernel. Note that such partial reconfiguration takes only a few seconds in modern FPGAs.

C. Compilation and Execution Flows

Fig. 3 (a) shows how an OpenCL application is compiled and executed by SOFF. First, the OpenCL-C-to-Verilog compiler of SOFF generates an RTL description of the reconfigurable region from the source code of all kernels in the application. The result is written in Verilog and contains instances of many SOFF IP cores. The IP cores are basic building blocks of datapaths and memory subsystems. They have the same interface across different target FPGAs but may be implemented in a target-dependent manner (e.g., using IP cores provided by vendors). The RTL description and the SOFF IP cores are delivered to a logic synthesis tool such as Intel Quartus Prime [26] and Xilinx Vivado [50] to generate a bitstream for the reconfigurable region. Although OpenCL supports both online and offline compilation for kernels (i.e., kernels can be compiled either before or during run time), SOFF supports only the offline compilation because synthesizing a circuit may take several hours.

It is difficult to predict the maximum possible number of datapaths prior to the synthesis of the circuit. Thus, SOFF generates various RTL descriptions with different numbers of datapaths and attempts to synthesize all of them using the logic synthesis tool. It then chooses the one with the largest number of datapaths among those that are successfully synthesized.

1) SOFF runtime: The host program of an OpenCL application runs on a CPU together with the runtime system of SOFF. The runtime is a user-level library that implements OpenCL API functions invoked by the host program. It configures the reconfigurable region with the pre-built bitstream of the application. Then, it interacts with the device driver introduced in Section III-A to request data transfers between the main memory and the FPGA’s global memory (i.e., the external memory) and to execute kernels on the FPGA. The runtime writes to the argument register, kernel pointer, and trigger register and checks the completion register for every kernel execution. It also has a simple memory allocator to manage the FPGA’s global memory.

2) Code generation: Fig. 3 (b) illustrates the compilation flow in detail. First, each OpenCL kernel is represented as a static single assignment (SSA) form [14]. Every scalar variable, vector element, structure field, or array (which is treated as a big single variable) allocated in the private memory is replaced with an SSA variable unless its address is ever taken. All user-defined function calls in the kernel are inlined (i.e., the first instruction of a basic block) and may split a sequence of instructions into two basic blocks (e.g., basic blocks B3 and B4 in Fig. 4 (a)).

Then, each basic block in the kernel is represented by a data flow graph (DFG). A DFG is an acyclic graph in which every node corresponds to an instruction and every edge corresponds to a data dependence between two instructions. For convenience, we introduce two arbitrary nodes — a source and a sink — in every DFG. The source produces all live-in variables. Note that a DFG has been widely adopted as an intermediate representation in previous HLS techniques [7]. Fig. 4 (b) and (d) show DFGs for basic blocks B3 and B7 in Fig. 4 (a), respectively.

After constructing a DFG, SOFF adds edges to the DFG
that represent possible anti- and output dependences between memory accesses because edges in the original DFG represent only true (flow) dependences between the nodes. The anti- and output dependence edges are treated as normal DFG edges that transfer the data of no size. SOFF conservatively assumes that two memory accesses refer to the same location if their addresses point to the same buffer [45]. For example, in Fig. 4 (d), an edge (in red) from the load node for A[y] to the store node for A[y + C] is inserted because they have a possible anti-dependence from the load to the store.

In addition, every memory access is connected to the sink node to ensure its completion, unless it has a subsequent data-dependent node. For example, the two stores in Fig. 4 (d) are connected to the sink with edges (in red). As a result, the DFG correctly represents the partial execution order of all the nodes it contains.

Finally, all basic blocks are hierarchically grouped as a control tree [35]. Fig. 4 (c) shows a control tree of the kernel in Fig. 4 (a). The root of the tree is the entire kernel and the leaves of the tree are individual basic blocks. Every node between the root and a leaf node represents a control-flow construct of a structured program, specifically, one of Sequence, IfThen, IfThenElse, SelfLoop, WhileLoop, ProperInterval, and NaturalLoop [44]. ProperInterval indicates a general single-entry, multiple-exit acyclic control-flow graph, and NaturalLoop indicates a general multiple-exit natural loop. These two nodes appear in a control tree if the target kernel contains continue, break, and return statements.

We assume that an OpenCL kernel is a structured program that can always be represented by a control tree (e.g., it does not have any goto-like control-flow construct). This is true for almost all real-world OpenCL applications. The control tree will be exploited to recursively construct a pipelined datapath.

![Fig. 4. (a) An OpenCL kernel consisting of seven basic blocks B1–B7, (b) the DFG for basic block B3, (c) the structure of the entire control tree, and (d) the DFG for basic block B7.](image)

IV. DATAPATHS

In this section, we describe the architecture of individual datapaths.

A. Functional Units

As mentioned in Section II-A, functional units are the basic building blocks of a datapath. Each functional unit executes an individual instruction in the kernel. It consumes operands of the instruction and produces the result after several to tens of clock cycles. The implementations of functional units depend on the target FPGA and are provided as SOFF IP cores.

Every functional unit is fully pipelined to increase the operating clock frequency of the datapath and to take advantage of pipelined accesses to DRAM. Thus, it simultaneously executes the same instruction from different work-items in a pipelined manner. It consumes a different input in every clock cycle, and produces outputs in the order in which the inputs are given. We say a functional unit holds a work-item when the input of its instruction was consumed before the current clock cycle, and the output is produced in the current clock cycle or not yet produced (i.e., either the result or an intermediate result for the instruction of the work-item is stored in the functional unit).

SOFF defines a near-maximum latency \( L_F \) for each functional unit \( F \). If \( F \) has a fixed latency, \( L_F \) simply indicates that. Otherwise, the value of \( L_F \) is properly (empirically) determined so that most of the work-items can complete the corresponding instruction in less than \( L_F \) clock cycles. This value will be used to minimize functional unit stalls (Section IV-B) and to prevent deadlocks (Section IV-E).

B. Basic Pipelines

A basic pipeline is a circuit that executes a single basic block. It consumes live-in SSA variables of the basic block, and produces the corresponding live-out SSA variables after a while. It contains multiple functional units, one for each DFG node (i.e., each instruction in the basic block). The connection between the functional units is isomorphic to the DFG. The output of a predecessor functional unit becomes an input to its successor functional unit. The functional unit corresponding to a source node (mentioned in Section III-C) simply distributes the values of the live-in SSA variables to its successors. The functional unit
corresponding to a sink node aggregates the outputs of its predecessors and produces them as the output of the entire basic pipeline.

A basic pipeline can be implemented using the synchronous run-time pipelining scheme introduced in Section II-A. A functional unit consumes its inputs only when it verifies that all of its predecessors have produced their outputs. Similarly, a functional unit produces a new output only after it verifies that all of its successors have consumed its previous output. Until then, it continues to produce the previous output. For handshaking between predecessors and successors, the protocol proposed by Cortadella et al. [12] is used.

In the rest of the paper, a path from the source functional unit to the sink functional unit of a basic pipeline is called a source-sink path. All possible source-sink paths in a basic pipeline hold the same set of work-items in a certain clock cycle. It will be said that the basic pipeline holds these work-items.

C. Handling Pipeline Stalls

We say a functional unit temporarily stalls when its pipeline is full and thus it cannot consume a new input in the current clock cycle. If a functional unit stalls, its predecessors may subsequently stall. There is at least one cycle delay between the stall of a functional unit and that of its predecessors (i.e., the predecessors recognize the stall in the next clock cycle.) Without such a delay, a global stall signal, which is not scalable, needs to be introduced. Each functional unit contains an additional register to maintain its output when its successor begins to stall and it does not recognize the stall yet. A functional unit is restored from the stall when its output is consumed by all of its successors.

There are two types of stalls in SOFF: Case 1 and Case 2. The Case 1 stall occurs if a variable-latency instruction (e.g., a memory load/store instruction) takes too long to finish. Then, the corresponding functional unit needs to hold more work-items as it consumes new inputs and finally, its pipeline becomes full.

To reduce Case 1 stalls, SOFF enforces that every functional unit during every clock cycle. If a functional unit stalls, its predecessors may subsequently stall. There is at least one cycle delay between the stall of a functional unit and that of its predecessors (i.e., the predecessors recognize the stall in the next clock cycle.) Without such a delay, a global stall signal, which is not scalable, needs to be introduced. Each functional unit contains an additional register to maintain its output when its successor begins to stall and it does not recognize the stall yet. A functional unit is restored from the stall when its output is consumed by all of its successors.

The Case 2 stall occurs when two functional units, say $F_1$ and $F_2$, share a common successor and one of them, say $F_2$, does not produce an output for a while. In this case, $F_1$ cannot produce a new output until $F_2$ finally produces an output. To reduce Case 2 stalls, SOFF inserts some FIFO queues between functional units to make the sum of near-maximum latencies the same on every source-sink path in the basic pipeline.

The problem of adding a minimal amount of FIFO queues is formulated and solved by the integer linear programming (ILP) [36] in SOFF. Each variable in the ILP formulation represents the size of the FIFO queue between a pair of functional units.

D. Hierarchical Datapath Generation

The entire datapath is constructed by hierarchically combining basic pipelines according to the structure of the control tree in Section III-C. For every non-leaf node in the control tree, SOFF merges smaller pipelines together, each of which comes from a different child node, with glue logic to form a larger pipeline. The role of the glue logic is to deliver a work-item from one pipeline to another, i.e., to pass live variables of a work-item produced by one pipeline to the input of another pipeline.

Fig. 5 illustrates a datapath constructed from the control tree in Fig. 4 (c). It is built from seven basic pipelines corresponding to B1–B7. The dashed boxes represent compound pipelines corresponding to non-leaf nodes in the control tree (i.e., Sequence, IfThen, and WhileLoop nodes).

The datapath contains branch and select glues between the pipelines. A branch glue delivers a work-item to one of its two successors, depending on whether the live-out condition value of its predecessor is zero or not. A select glue chooses only one work-item among several work-items coming from its predecessors and delivers it to its successor every clock cycle. SOFF uses the glue implementations proposed by Jacobson et al. [30].

Note that unlike functional units and basic pipelines, pipelines for non-leaf nodes may not produce outputs in the input order because different work-items can take different execution paths (e.g., different branches, or a different number of loop iterations). Section IV-F will introduce new types of glue logic that restrict work-items from being freely reordered. This is necessary to consecutively deliver work-items in the same work-group to a work-group barrier. Also note that a
E. Deadlock Prevention

Each branch and select glue makes work-items move on regardless of the behavior of other glues. This may cause deadlocks in a loop. This section describes the conditions for a deadlock and introduces new types of glue logic to prevent the deadlock.

1) Motivating examples: Fig. 6 (b) illustrates a (simplified) pipeline to execute the for-loop in Fig. 6 (a). Every work-item takes the path B1–B2–B3–B4 during the first ten loop iterations, and then takes the path B1–B2–B4 in the remaining iterations.

Since the path B1–B2–B3–B4 has a latency of six, select glue S1 first puts six work-items w1–w6 into the loop body as shown in Fig. 6 (c). After w1 enters the eleventh iteration and arrives at B2 as shown in Fig. 6 (d1), select glue S2 needs to choose either the left-hand side or the right-hand side. Whenever S2 chooses a work-item from the left-hand side (i.e., w4–w6), basic blocks B2, B1, and B4 stall in turn as shown in Fig. 6 (d2)–(d4). Finally, B1 waits for B2 to resume, B2 waits for B4, and B4 waits for B1. The loop results in a deadlock.

In this example, the deadlock can be easily avoided if S2 gives priority to B2 at compile time. Fig. 6 (e) and (f) show a more complex example in which deadlocks cannot be avoided by assigning priorities. Every work-item takes the path B1–B2–B3–B4–B6 during the first 100 iterations, the path B1–B2–B5–B6 during the next 100 iterations, and finally, the path B1–B2–B3–B6. If select glue S gives priority to the left-hand side, the loop is stuck in a deadlock at the 101st iteration. On the other hand, if S gives priority to the right-hand side, then the loop is stuck in a deadlock at the 201st iteration.

2) Characteristics of basic pipelines: Before introducing the deadlock prevention mechanism of SOFF, we first show some characteristics of individual basic pipelines.

Definition. A basic pipeline “strongly stalls” if it cannot consume a new input in the current clock cycle, and in addition, it can resume consuming inputs only after its output is consumed by a successor basic pipeline.

Fig. 7 (a) shows an example of a basic pipeline. It contains seven functional units, one for a DFG source node (Source), one for a DFG sink node (Sink), three for fixed-latency instructions (F1–F3), and two for variable-latency instructions (F4–F5).

If a Case 1 stall (introduced in Section IV-C) occurs at F4, a Case 2 stall subsequently occurs at F3, and then F1 and F2 also stall. As a result, the basic pipeline becomes unable to consume a new input, as shown in Fig. 7 (b1). In this case, however, the basic pipeline does not strongly stall because it can consume a new input two cycles after F4 produces the result of work-item w1, as shown in Fig. 7 (b2) and (b3), whether its output is consumed by a successor basic pipeline or not.

On the other hand, if a Case 1 stall occurs at F5, F1–F4 subsequently stall as shown in Fig. 7 (c). The basic pipeline also becomes unable to consume a new input. In this case, the basic pipeline strongly stalls because all the functional units can be restored from the stalls only after F5 produces an output and this is further consumed by a successor basic pipeline.

For a given source-sink path P, let \( l(P) \) be \( \sum_{F \in P} (L_F + 1) \) where \( F \) is a functional unit and \( L_F \) is its near-maximum latency. In addition, for a given basic pipeline B, let \( l_{min}(B) \) be the minimum of \( l(P) \) over all possible source-sink paths \( P \) in B. Our goal is to prove Theorem 1.

Theorem 1. For a given set of basic pipelines \( \mathbb{B} \), if \( \mathbb{B} \) holds less than \( \sum_{B \in \mathbb{B}} l_{min}(B) \) work-items, at least one basic pipeline \( B \in \mathbb{B} \) does not strongly stall.
Lemma 1. If a source-sink path $P$ of a basic pipeline $B$ holds less than $l(P)$ work-items, there exists at least one functional unit $F \in P$ that does not stall in the current clock cycle.

Proof. Suppose that every functional unit $F \in P$ stalls in the current clock cycle. As mentioned in Section IV-C, such a functional unit must hold at least $L_F + 1$ work-items. Thus, the entire source-sink path $P$ must hold at least $l(P) = \sum_{F \in P} (L_F + 1)$ work-items. This contradicts the assumption.

Lemma 2. If a source-sink path $P$ holds less than $l_{\text{min}}(B)$ work-items, there exists at least one functional unit $F \in B$ such that (1) $F$ does not stall in the current clock cycle, and (2) $F$ is the source functional unit of $B$ or every predecessor of $F$ holds at least one work-item.

Proof. Suppose an arbitrary source-sink path $P$ in $B$, $P$ holds exactly the same work-items than the entire $B$ holds (i.e., less than $l_{\text{min}}(B)$ work-items). It follows that $P$ holds less than $l(P)$ work-items. By Lemma 1, there must be at least one functional unit $F \in P$ that does not stall.

Starting from $F$, we check if $F$ has a predecessor functional unit that does not hold any work-items, and of course, does not stall. If such a predecessor $F'$ exists, we choose $F'$ instead of $F$ and repeat the same procedure.

Since $B$ is acyclic and contains a finite number of functional units, we can finally reach a functional unit $F$ such that it is the source functional unit or all of its predecessors hold one or more work-items.

Lemma 3. If a basic pipeline holds less than $l_{\text{min}}(B)$ work-items, $B$ never strongly stalls.

Proof. This lemma means that, if a basic pipeline $B$ holds less than $l_{\text{min}}(B)$ work-items, $B$ eventually consumes a new input even if its output is not consumed by a successor basic pipeline in the meantime.

We can always find a functional unit $F \in B$ that satisfies the conditions in Lemma 2. If $F$ is not the source functional unit of $B$, every predecessor of $F$ will produce an output for the first work-item after a while. Then, $F$ will consume an input by aggregating the outputs from its predecessors without any intervention from other logic components. After that, we can choose a new functional unit again because $B$ still holds the same number of work-items (i.e., less than $l_{\text{min}}(B)$ work-items).

Since $B$ has a finite number of work-items and functional units, repeating such a process eventually makes the source functional unit of $B$ to be chosen. At that time, the source functional unit does not stall, and the entire basic pipeline can now consume a new input.

Theorem 1 easily follows from Lemma 3.

3) Solution: Assume the pipeline of a loop contains a cycle $C$ of basic pipelines, branch glues, and select glues. $C$ causes a deadlock if and only if (1) all basic pipelines of $C$ strongly stall, and (2) every branch glue in $C$ chooses a successor in $C$. Since the second condition is solely determined by the behavior of the OpenCL kernel and cannot be avoided, the first should not occur to prevent deadlocks. According to Theorem 1, SOFF prevents $C$ from holding $\sum_{B \in C} l_{\text{min}}(B)$ or more work-items.

It is very costly to control individual select glues at run time and thus to independently limit the number of work-items for every possible cycle in a loop pipeline. On the other hand, it is possible to find the cycle $C$ with the minimum $\{\sum_{B \in C} l_{\text{min}}(B)\} - 1$ and limit the total number of work-items in the loop pipeline to that minimum. However, this significantly lowers the utilization of the functional units in the loop if work-items usually take a longer execution path.

SOFF improves the latter. Let $N_{\text{max}}$ be the maximum and the minimum of $\{\sum_{B \in C} l_{\text{min}}(B)\}$, respectively. SOFF forces the number of work-items in the loop pipeline to be $N_{\text{max}} - N_{\text{min}}$ at the same time, inserts a FIFO queue of size $N_{\text{max}} - N_{\text{min}}$ at the loop back edge.

To enforce $N_{\text{max}}$ work-items in the loop pipeline, SOFF attaches a loop entrance glue and a loop exit glue to the entry and exit of the loop pipeline, respectively. They share a work-item counter. If the counter reaches $N_{\text{max}}$, the loop entrance glue does not permit a new work-item to enter the loop pipeline until any work-item leaves the loop (i.e., until the counter is decremented).
F. Synchronization Primitives

As described in Section II-B, OpenCL provides two types of synchronization primitives – work-group barriers and atomic operations. This section describes how functional units corresponding to these primitives are implemented in SOFF.

1) Work-group barriers: A functional unit for a work-group barrier is a special FIFO queue that consumes and produces all SSA variables live at the point of the barrier. It continues to store incoming live variables, and whenever all work-items in a specific work-group have arrived (i.e., the number of work-items that arrive reaches the work-group size), it produces their live variables work-item by work-item. It assumes that all work-items in the same work-group arrive consecutively (i.e., a work-item from a different work-group arrives only after all work-items from the previous work-group have arrived). Otherwise, it should have an indefinitely large storage to store live variables from many work-groups at the same time.

The work-item dispatcher described in Section III-B issues work-items in the same work-group consecutively. Thus, if the target OpenCL kernel is a straight-line code, the assumption above is satisfied for all work-group barriers. However, branches and loops between the entry of the datapath and a work-group barrier may change the order of work-items.

In the following examples, assume that there are eight work-items in total and they are grouped into two work-groups. Each work-item is called $X_i$ where $X$ denotes the work-group (one of $A$ or $B$) and $i$ denotes the local ID (one of 0, 1, 2, or 3).

We say a pipeline for a control tree node (i.e., a part of the datapath) preserves the work-group order if the work-group of the $i$-th input is the same as that of the $i$-th output. For example, suppose that the order of the work-items that a pipeline consumes and produces are $A_0$, $A_1$, $B_0$, $B_1$, $B_2$ and $A_1$, $A_0$, $B_1$, $B_2$, $B_0$. Then it preserves the work-group order. However, if the production order of the work-items is $A_0$, $B_0$, $B_1$, $A_1$, $B_2$, it does not preserve the work-group order.

In Fig. 8 (a) and (b), a work-group barrier comes after a branch and a loop, respectively. In this case, we can make all work-items in the same work-group arrive at the barrier consecutively by preserving the work-group order in the branch and the loop. This can be recursively (inductively) implemented as follows:

- To make a branch (If-Then or IfThenElse) preserve the work-group order, SOFF makes its children (If, Then, and Else in Fig. 8 (a)) preserve the work-group order. In addition, it inserts a FIFO queue between the branch glue and the select glue. The branch glue enqueues the work-group ID of every incoming work-item. The select glue only delivers work-items from Then and Else whose work-group ID is the same as the first element of the queue. Since both Then and Else preserve the work-group order, either of them will produce a work-item whose work-group ID matches well.
- To make a single-entry, single-exit natural loop (SelfLoop or WhileLoop) preserve the work-group order, SOFF first checks whether the loop bound is an expression of kernel arguments and constant values (i.e., all work-items iterate the loop the same number of times). If so, SOFF just makes its children (Cond and Body in Fig. 8 (b)) preserve the work-group order.
- Otherwise, SOFF attaches a single work-group region (SWGR) entrance glue and a SWGR exit glue to the entry and exit of the loop, respectively. Once a work-item enters the loop, these glues only permit work-items in the same work-group to enter the loop together, until the loop becomes empty. In this case, all descendants of the loop do not need to additionally preserve the work-group order. SOFF applies the same method to preserve the work-group order in ProperInterval and NaturalLoop.

In Fig. 8 (c), a work-group barrier is inside a branch. In this case, only the If pipeline needs to preserve the work-group order. Note that all work-items in the same work-group take the same branch according to the OpenCL programming model. Otherwise, the behavior of the OpenCL kernel is undefined.

In Fig. 8 (d), a work-group barrier is inside a loop. The problem is that the loop entrance glue may put only part of a work-group into the loop and cause the loop to be stuck into a deadlock. For example, assume work-items $B_2$ and $B_3$ are blocked by the loop entrance glue after six work-items $A_0$, $A_3$, $B_0$, and $B_1$ enter the loop. Once $B_0$ or $B_1$ is enqued to the barrier, the barrier stops permanently. Thus, in this case, SOFF replaces the loop entrance and exit glues by SWGR entrance and exit glues.

2) Atomic operations: Atomic operations are rarely used in real-world OpenCL applications because they hinder the performance of kernels on GPUs. Thus, SOFF conservatively implements functional units for atomic operations using locks.

All atomic operations that may access the same cache or the same local memory (will be described in Section V) share a set of 16 locks. At the beginning of the execution, a functional unit acquires the lock corresponding to the last four bits of its cache line address (i.e., lock[$\text{addr} \gg 6 \mod 16$]). At the end of the execution, it releases the lock. This is enough to minimize lock contention because typical OpenCL kernels have only a few atomic operations.
V. MEMORY SUBSYSTEM

This section describes the architecture of the memory subsystem. Fig. 9 illustrates an example block diagram of the memory subsystem used in SOFF. The role of the memory subsystem is to provide an addressable data store for every functional unit in the FPGA.

A. Caches

Functional units that access the global memory are connected to one or more caches in the memory subsystem. The caches are non-blocking in-order caches and thus can cooperate with (fully-pipelined) functional units well. SOFF uses simple direct-mapped, single-port caches because introducing complex caches may degrade the operating clock frequency of the entire circuit. The caches are further connected to FPGA’s external memory using a vendor-specific protocol (e.g., Avalon-MM or AXI [51]).

It is not feasible to handle all global memory accesses from numerous functional units in one single-port cache. Generally speaking, the more caches, the more memory access requests handled in every clock cycle. SOFF discovers two characteristics of OpenCL kernels to distribute irrelevant memory access requests to multiple separate caches.

- **SOFF makes a separate cache for every OpenCL buffer.** As mentioned in Section II-B, an OpenCL kernel accesses the global memory only through buffer pointers that are passed from the host program. If two memory accesses refer to different buffers, they never access the same memory location and need not share the same cache. SOFF chooses a proper cache for each functional unit according to the result of the pointer analysis.

- **SOFF makes a separate cache for every datapath instance if the kernel does not contain an atomic operation.** This is allowed because OpenCL does not guarantee memory consistency between different work-groups unless atomic operations are used, and all work-items in the same work-group always run on the same datapath instance. In addition, this does not significantly degrade the cache hit ratio because different work-groups usually access different regions of the global memory.

If two or more functional units in the same datapath instance access the same buffer, they still need to share a single cache. In this case, a round-robin arbiter called a *datapath-cache arbiter* is inserted between the functional units and the cache. Functional units F1–F3 in Fig. 9 show an example.

As mentioned in Section IV-C, caches and datapath-cache arbiter should guarantee that every functional unit F across the memory interface never stalls while holding less than or equal to \(L_F\) work-items (i.e., \(L_F\) pending memory access requests). Otherwise, they may cause additional pipeline stalls and deadlocks (Section IV-E).

B. Local Memory Blocks

SOFF makes a *local memory block* for every variable or array allocated to the OpenCL local memory. Each functional unit that accesses a local memory variable is connected to the corresponding local memory block.

Fig. 10 illustrates a local memory block that stores an array of eight `int` numbers. SOFF determines the granularity of array accesses at compile time and makes the local memory block use 4-byte word addressing.

Unlike single-ported caches for the global memory, a local memory block provides a sufficient number of banks to enable all the connected functional units to concurrently access the block if no bank conflict occurs. Specifically, it creates \(2^{\lceil \log_2 N \rceil}\) banks where \(N\) is the number of connected functional units, and uses the last \(\lceil \log_2 N \rceil\) bits of the address to select a bank.

It is possible that different functional units in the datapath execute work-items in different work-groups at the same time. However, the local memory should be private to individual work-groups. Let \(L_{\text{Datapath}}\) be the maximum \(\sum_{F \in P} L_F\) among all possible paths \(P\) from the datapath entry to the exit. If the target OpenCL kernel uses the local memory, SOFF allows only \(\lfloor L_{\text{Datapath}} / 256 \rfloor\) work-groups to enter the datapath together (i.e., the next \(\lfloor L_{\text{Datapath}} / 256 \rfloor\) work-groups can enter the datapath after all the previous work-groups complete the execution). The number 256 is the most commonly occurring value for the work-group size.
In addition, SOFF makes every local memory block store the variable of $[L_{\text{Datapath}}/256]$ different work-groups at the same time. For example, the local memory block in Fig. 10 has a capacity for four different work-groups, and the last two bits of the work-group ID are used as the first two bits of the address.

VI. EVALUATION

In this section, we compare SOFF with two commercial OpenCL frameworks – Intel FPGA SDK for OpenCL [25] (Intel OpenCL) and Xilinx SDAccel [48].

A. Experimental Setup

Table I describes two target systems System A and System B. We choose two state-of-the-art FPGA boards from Intel and Xilinx that officially support the vendors’ OpenCL frameworks, SOFF and Intel OpenCL run on System A, while Xilinx SDAccel runs on System B. Note that in terms of the number of logic cells and DSP slices, and the capacity of embedded memory, the Xilinx FPGA is much better than the Intel FPGA.

We use 19 applications in SPEC ACCEL [11] and 15 applications in PolyBench [21] as shown in Table II. The applications in SPEC ACCEL have various complicated features of OpenCL while the applications in PolyBench are quite simple. Since the benchmark applications mainly measure the execution time of OpenCL kernels, CPUs and other components in the two systems do not significantly impact the performance.

We implement the runtime system of SOFF (shown in Fig. 3) to support the Intel Arria 10 FPGA in System A. It uses an open-source OpenCL runtime system [42] as a code base, and also uses Intel’s Open Programmable Acceleration Engine library [28] as a device driver for the Intel FPGA. We also implement the SOFF IP cores for the Intel FPGA.

We empirically choose a proper near-maximum latency for every functional unit (e.g., 64 for global memory load/stores). We use global memory caches of size 64 KB as Intel OpenCL does on the same target FPGA. Note that the OpenCL-C-to-Verilog compiler of SOFF is independent of a specific FPGA and does not need to be modified when the target FPGA is changed.

B. Functional Correctness

We try to compile and execute the benchmark applications using Intel OpenCL, Xilinx SDAccel, and SOFF. Table II summarizes the results. Intel OpenCL cannot execute 8 applications in SPEC ACCEL. Xilinx SDAccel cannot execute 9 applications in SPEC ACCEL and 5 applications in PolyBench. In particular, it yields compile errors in 7 applications because it does not support atomic operations, local memory accesses inside branches, and indirect pointers.

On the other hand, SOFF correctly executes 31 of 34 applications in SPEC ACCEL and PolyBench with no compile-time and run-time errors. The remaining three applications contain a kernel that fails to be compiled by SOFF, not because of any problem in SOFF, but because of the insufficient capacity of the target Intel FPGA. Even the circuit only for that kernel (i.e., not accommodating circuits for other kernels as described in Section III-B) does not fit into the target FPGA.

C. Performance Comparison

Since both SOFF and Intel OpenCL can fully utilize the capacity of the target FPGA by executing work-items on multiple datapath instances, we mainly focus on the comparison of SOFF with Intel OpenCL.
Fig. 11 shows the speedups of SOFF over Intel OpenCL for the applications. SOFF automatically replicates the maximum number of datapath instances. For a fair comparison, we manually insert the num_compute_units(N) attribute in every application to also maximally replicate datapath instances in Intel OpenCL. SOFF outperforms Intel OpenCL in 17 of 26 applications, and achieves a speedup of 1.33 on average.

The static region and the IP cores of SOFF do not support the target Xilinx FPGA yet. Thus, just for reference, we compare SOFF with Xilinx SDAccel in indirect ways. First, we measure the execution time for running each application on the Intel FPGA using SOFF. Then, we compare this with the execution time required to run it on the Xilinx FPGA using Xilinx SDAccel. We call this comparison result Xilinx-vs-SOFF I.

Xilinx SDAccel uses only one datapath instance by default among tens of instances replicated in the target FPGA. The user needs to manually divide the target OpenCL kernel into multiple parts (in a data-parallel manner) to exploit the multiple datapath instances. With an optimistic assumption that Xilinx SDAccel achieves a linear speedup for every application using multiple datapath instances that it replicates, we extrapolate the execution time of each application and compare the result with the execution time required to run it on the Intel FPGA using SOFF. We call this comparison result Xilinx-vs-SOFF II.

As shown in Fig. 12 (a), Xilinx SDAccel is 25 times slower than SOFF despite using the better FPGA in System B. Fig. 12 (b) shows the speedup of SOFF over Xilinx SDAccel in the case of Xilinx-vs-SOFF II. Even with the optimistic assumption, SOFF is still 30% faster than Xilinx SDAccel.

We cannot analyze the reasons for the speedup or slowdown of individual applications in detail because Intel OpenCL and Xilinx SDAccel provide only limited information for the actual circuit layout. However, the results imply that the performance of the proposed framework and architecture is at least comparable to that of the state-of-the-art proprietary OpenCL frameworks and architectures.

VII. CONCLUSIONS

In this paper, we propose how real-world OpenCL applications can be executed on FPGAs by the SOFF framework. The target FPGA contains one or more copies of the datapath. Each datapath executes multiple work-items in a pipelined manner. The datapath consists of basic pipelines. Each basic pipeline further consists of functional units, one for each instruction. Functional units communicate with each other according to the synchronous run-time pipelining scheme. SOFF reduces functional unit stalls, prevents deadlocks of inner loops, and preserves the work-group order for barriers, with the help of the control-tree-based intermediate representation and near-maximum latencies of functional units. The target FPGA also contains a memory subsystem that contains separate caches for different buffers and different datapaths to support as many memory requests as possible in every clock cycle.

We compare SOFF with the state-of-the-art proprietary OpenCL frameworks. The experimental results show that SOFF works correctly for a rich set of real-world applications and achieves comparable or better performance than the existing frameworks. We expect that SOFF can be a solid foundation for future studies on OpenCL-based HLS. The source code of SOFF can be downloaded from http://aces.snu.ac.kr.
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